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Nonlinear Compensation Techniques
for
Magnetic Suspension Systems

David L. Trumper
Dept. of Electrical Engineering
Univ. of N. Carolina at Charlotte
Charlotte, NC 28223

1 Introduction

In acrospace applications, magnetic suspension systems may be required to operate over Jarge variations
in air-gap. Thus the nonlinearitics inherent in most types of suspensions will have a significant eflect.
Specifically, large variations in operating point may make it difficult to design a linear controller which
gives satisfactory stability and performance over a large range of operating points.

One way to address this problem is through the use of nonlincar compensation t~chnigues such as
feedback linearization. In the last decade, this area has scen a great deal of research effort among system
theorists [6], [7], [8], and has been successfully used in flight control applications [9], but has yet to be
widely used in the area of magnetic suspensions.

Noulincar compensators have received limited attention in the magnetic suspension literature. In
(11] the coutrol system design for suspension of a 1-ton, 4-passenger vehicle is presented. A flux sensor
is located on the pole-face of the suspension magnet. A minor feedback loop is closed on flux which
lincarizes the dependence of magnetic force on position. The force goes as the square of flux. so an
additional square root lincarization is required. The idea of using an analog multiplier to compute the
ratio i/r is mentioned, which would allow elimination of the flux sensor. However, this technique 1s
reported as prone to drift and noise, and was abandonded. This flux-feedback scheme is described in
more detail in [12]. In [13] a nonlincar correction law is used to correct the inverse square law magp et
behavior in a flywheel suspension. The nonlinear compensation is implemented with analog multipher
and square root circuits. Microprocessor-based lincarizing transformations are reported in {14] in the
context of a demonstration systein.

In recent years, progress has beeu made in the theory of nonlinear control systeins, and in the sub-
arca of feedback linearization. Here, [6] is of fundamental importance in that it presents the conditions
under which a system may be linearized. In [7] these results are globally extended, and in [8] the theory
is developed for multi-input/multi-output systems. In a subsequent section the results of [6] are applied
to a third order suspension example. However, for a simple system, it is often possible to constract
the linearizing transformations by inspection. We start then by demonstrating the idea of feedback
linearization using a second order suspension systemn. In the context of the second order suspension,
sampling rate issues in the implementation of feedback linearization are examined through simulation.
The system which is studied is presented in the next section.

2 Nonlinear Suspension Model

In this section, the open-loop dynamics for a simple one-degree-of-freedon suspension are presented. ™ his
system exhibits the essential issues faced in the design of tractive type suspensions, that is, suspen: ans
which operate as variable reluctance devices. The example is drawn from [10] pgs. 22-23, 84-86, nd
193-200. The only change is that the systenn is inverted such that gravity acts to open the air-gap. | his
system is shown in Figure 1.

The details of the electromagnetics are worked out in [10]; for the present purposes, the import wnt

details are the coil voltage
QudpgN?di 2wdpgN*i dx

v = — -

go+z dl (go+x)? dl

+ilt (1)



-—
~-— &

b > }
i C—-—-————————-"
VC')' ________,____> N turns,
q coil resistance = R |

Mass =M

Highly permeable
magnetic material.

Nonmagnetic

Sleeve
g9 0 |<‘ / ~~>| g0

Plunger

Depth d perpendicular
to page.

Pigure 1: Single degree of freedom suspension.
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and the force on the plunger
2

fr= —wd;onz (gT:—-—.;) + Mg~ fa, (x> 0) {2)

where the first term is the clectromagnet force, the second term is the gravitational force on the plunger,
and the third term is a disturbance force acting on the plunger in the direction the electromagnet force.
The nonmagnetic sleeve is assumed to exert no frictional forces on the plunger.

If we define

v = v,
C = wd/10N2

. = z+4go, (x1 > g0)
I, = I3

then the state equations for the open-loop suspension are

-i:l = T2

c (il fa
P A (3
, M(;.) by 2 (3)

izg Rzt zyu

1 = —_—

2 a0 T

[*N
|

2.1 Second order system

If the coil current is assumed to be the control input, then the suspension state equations are reduced

to second order.

j?] = I9

. C i\’ fa
L = —— ] — +g—- 4
? M (.c.) I™M )
These cquations will adequately model the system if the coil current is controlled by a high-bandwidth
current loop with sufficiently high voltage-drive capabilities. In applications, it is most typical to drive the

coil with such a current loop, as this essentially eliminates the dependence of position-loop performance
upon the electromagnet coil resistance and inductance.

3 Linearization of second-order suspension

The basic idea of feedback lincarization is to define transformations on the states and input(s) such
that the nonlinear system appears linear and operating-poiut invariant in teris of the transformed
representation. Then a controller can be designed for the transformed variables. This allows the closed-
loop system stability to be made independent of operating point.

For the second-order equations (4), a transformation on the input is all that is required to lincarize
the system. This transformation may be derived by inspection without using any formal mathematical
machinery; this is the approach taken in [11], [12], [13], and [14]. That is, if the coil current 7 is made to
vary as
-uvM

('
then the suspension is globally linearized in terms of the new input v. ‘The notation for the auxihary
input v has been chosen to match the notation in [6].

Specifically, substituting from (5) into (4), the system state equations become

(5)

i:.lﬁ

r = 13

b= vg- At (6)



These equations are linear, with an input v, and disturbance terms g and fy.

Here, v is a signal internal to the compensator which may be thought of as a setpoint for acceleration
in the direction of increasing airgap. In operation, the signal v will be computed within the compensator,
and constrained to be less than or equal to zero. Since the magnet can only supply accelerations in the
direction of decreasing air gap it would not be physically meaningful to ask for acceleration in the
direction of increasing air gap by setting v greater than zero. Thus the term —v in (5) will always be
greater than or equal to zero, and the square root will yicld a real number.

The plant appears linear in terms of the new input v. This compensation of the nonlinear term does
not however stabilize the plant. To stabilize the system, the nonlinear compensator is preceded by a
linear compensator. The resulting closed-loop system is shown in Figure 2. The compensator may be
thought of as having two parts, a nonlinear compensation scction and a linear compensation section. It is
the function of the nonlinear section to implement (5) in order to adjust i as a function of z1 and v, such
that the acceleration of the plunger is equal to v. It is the function of the linear section to specify the
value of v as a function of the error between the position setpoint and the measured position such that
the linearized plant is robustly stabilized and has good disturbance rejection and settling time properties.
The signal v forms the connection between the linear and nonlinear sections of the compensator.

This combination of linear and nonlinear compensation scctions stabilizes the plant such that the loop
dynamics are independent of operating point. Such operating point independence is the main advantage
of using a nonlinear compensator. Note that as viewed from the input to the nonlinear section, the
incremental relationship between v and z; is equal to 1/s%, independent of operating point. Thus, the
linear compensator can be designed to control a double integrator via standard linear techniques. If it is
desirable to reject static disturbance forces with no position error, then the linear compensator can be
designed to include an integral term. This integral term will adjust the value of v to balance gravity and
any low-frequency components of the disturbance f4.

In applications where large excursions or disturbance forces arc anticipated, the additional complexity
of the nonlinear compensation approach is justified. The major caveat is that we are assuming that the
suspension model is accurate. For the electromagnetics an accurate model can readily be developed, and
thus nonlinear compensation techniques are applicable. The nonlinear compensation technique was used
in the construction of a class demonstration system which is described below.

4 Classroom demonstration implementing linearization

In the Spring of 1988, the author constructed a single degree of freedom levitation system for use as
a classroom demonstration which implemented the nonlinear compensation technique described in the
previous section. As developed there, if the plant state equations are given by (4), then applying the
nonlinear compensation law (5) results in a system which appears to be lincar in terms of the intermediate
signal v. The demonstration system uses a high-bandwidth current-drive to regulate the electromagnet
current, and thus (4) is applicable.

In the demonstration system, a one inch stecl ball bearing is suspended below an electromagnet
consisting of 3100 turns of #22 magnet wire wound on an 1 inch diameter by 4 inch length steel core.
The coil current is controlled by a Bose-type switching regulator, with a half-scale current switching
frequency of 10 kHz, and a full scale current of 2 Amperes. The operating point current is about 0.4
Amperes at a typical operating point air gap of 1 cm. The system is digitally controlled by an 8088/8087-
based single-board computer and data acquisition system at a 400 Hz sampling rate. The control law
for the nonlinear compensation section uses (5) to linearize the magnetic force relationship. This allows
the stability of the closed-loop system to be essentially independent of the operating point. The control
law for the linear compensation section is then developed via classical techniques applied in the discrete-
time domain. The position of the ball is sensed optically, and nonlinearities in the sensor output versus
position are compensated for in software.

In order to apply the nonlinear compensation technique, an accurate model of the plant is required.
For the classroom demonstration, this model is developed by measuring the force on the ball as a function
of current and position. This measurement is accomplished by using a balance beam for measuring the
magnetic force on the ball. A 1 inch ball bearing is glued into one end of an aluminum balance beam
of rectangular tubular cross-section measuring 1 inch wide by 0.75 inches deep by 12 inches long. The
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beam pivots at the center on a thin wire which is held by fixed side supports. Balance pans are hung
from the beam on both sides of the pivot midway between the pivot and the ends of the beam. These
pans are used to add or subtract weight carried by the suspension. At the end of the beam opposite the
ball, a micrometer is positioned to push against the beam and thus provide a position reference.

The idea here is that the ball glued into the end of the beam can be placed into suspension and the
beam thus provides a handle by which the force applied to the ball can be varied. This is accomplished
by putting weights into the balance pans on either side of the pivot. The beam is made of aluminum, and
thus does not interact with the electromagnet at low frequencies. At the ball end, the beam is made thin
so as not to interfere with the optical measurement. The ball is attached to the bottom of the thinned
end of the beam such that it interacts with the optical sensor in the same fashion as a freely suspended
ball.

The force relationship (2) was well fit by the experimental data with the parameters C =443 x
10-4 Nm?/A? and go = 0.25cm. The mass of the ball is 67 grams. These parameters are used in the
nonlinear compensation law (5). The only deviation from the relationship (2) is at high currents (> 1A),
where the effects of magnetic saturation are apparent.

The optical position sensor is constructed as follows. A 24 volt, 5 watt incandescent lamp is used as
the source, and a piece of cadmium sulfide photo-cell is used as the sensor, in what is a standard position
sensor for magnetic suspensions. Using the balance beam described above, the sensor output is measured
for a number of ball positions. When the shadow-line cast on the sensor is in the central region of the
sensor, the sensor output is essentially linear with ball position. However, as the shadow-line approaches
the upper or lower edge of the photo-cell, the sensor sensitivity begins to decrease. This nonlinearity in
the relation between ball position and sensor output is corrected in software in the section of code which
inputs the sensor voltage. The corrected position measurcment is then linear with actual ball position.
It is this corrected position measurement which is passed to the rest of the control loop.

The position sensor was found to have several defects which limit the system performance. First,
the incandescent bulb output decreases significantly as a function of time. This is believed to be due
to the evaporation of the filament. Material driven off of the filament is deposited on the inside of the
glass envelope, thereby decreasing the bulb brightness. The second problem is that the cadmium sulfide
sensor is sensitive to any light falling on its surface, independent of the source. Thus ambient lighting is
indistinguishable from the light emitted by the bulb.

Both of these effects cause problems in the nonlincar compensation law (5) and in the correction
of the sensor nonlinearities. First, the decrease in bulb intensity and any changes in average ambient
light act as offset terms which drive the system to incorrect points on the sensor correction curve and
in the magnet nonlinearity correction law (5). This offset deteriorates the system stability. Secondly,
the ambient light has a large component at twice the power line frequency, especially in rooms with
fluorescent lighting. This signal at 120 Hz acts as a large noise source which causes error motions in the
ball position.

The above problems can be solved as follows. First, the light source needs to be made more constant
with time. This can be achieved by using a more specialized incandescent bulb, or by switching to a
semiconductor light source such as an infra-red light emitting diode. The ambient lighting offset and
noise problems can be solved by either or both of two approaches which are classical. ‘The first is to make
the system narrow-band. Commonly available IR diodes emit a relatively narrow-band optical signal;
laser diodes are narrower. In this case, an optical band-pass filter can be placed in front of the sensor, so
that only the emitted frequencies are sensed, and the ambicnt lighting is greatly attenuated. The second
approach is to switch the light-source on and off at a high frequency and use synchronous detection to
reject signals which are not at the same frequency and phasc as the source. The frequency of switching
must be made much higher than the cross-over frequency of the position control loop, perhaps on the
order of 10 kHz switching frequency. This rate is easily within the capabilities of available electronics.

The results derived in the previous section for the nonlincar compensation laws assume that these are
implemented in continuous time. For discrete-time implementation, the issue of sampling rate becomes
important. This issue is investigated in the next section.
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4.1

Due to the complexity of the transformations it is most likely that a lincarizing compensator will be
implemented in discrete time. As an introduction to one issuc involved in discrete-time implementation,
the effect of sampling rate on the second-order suspension system (4) is investigated by simulation. For
this example, the suspension parameters have been been given the values developed for the class demon-
stration system described above. These values are M = 67 grams, and C = 4.43 x 10~* Nm?/Amp?.

The system is simulated assuming a nonlinear compensation law of the form (5). The four graphs
shown in Figure 3 indicate the system behavior when a net 0.05¢g acceleration (v = —0.05 in (5) ) is
specified. The lines labelled ‘ideal’ show that if the nonlinear compensation was perfectly implemented,
the force on the ball would be constant, and the graph of velocity vs. time would be a straight line.
However, with any finite sampling rate this is not the case. The system is open-loop unstable, and
uncontrolled between sampling instants. Thus it ‘runs away’ during the interval in which the control
current is held constant. The graphs show the result of this process for sampling rates of 1 kHz and 200
Hz. To get reasonable behavior, it can be seen that a sainpling rate on the order of 1 kHz is required.
In the class demo, due to computational speed limitations a 400 Hz sampling rate is used. This is found
to be adequate as long as the ball is not allowed to approach too close to the pole face.

Another way to lock at the effect of sampling rate is to examine the system behavior under closed-loop
position control. To this end, a linear proportional plus lead compensator is designed in discrete-time to
stabilize the nominal plant which would result if the nonlinear compensation were perfect. That is, in the
ideal case, the nonlinear coinpensated system appears as a double integrator independent of operating
point. In the finite sampling time implementation, the quality of this approximation deteriorates as the
air gap closes. This can be seen in Figure 4 which displays simulated step responses for the closed-loop
system at four nominal operting points and for the two sampling rates. Note that the system with 200 Hz
sampling goes unstable at the 0.5 ¢cm and smaller air gaps, whereas the behavior of the 1000 Hz sampled
system only begins to deteriorate when the air gap approachs 0.3 cm. The unstable response for 200 Hz
sampling is not shown for the 0.3 cm air gap.

This example shows that the practical implementation of linearizing transformations may require
very high sampling rates. Also, what may be considered a satisfactory sampling rate depends on the
range of operating points which are encountered in system operation. Certainly, the issue of discrete-time
implementation merits further study.

Experience with this simple nonlinear compensation system provided the impetus toward an under-
standing of feedback linearization techniques in more generality. A description of the application of
feedback linearization to the third order suspension system is given in the next section.

Sampling rate issues

4.2 Linearization of third-order suspension

For more complex plants it may be difficult to develop linearizing transformations by inspection. The
results of [6] provide a general approach to this problem. A good introduction to these ideas is presented
in [4] and [5]. These references assume no more than an undergraduate background in control theory
and are thus a good place to start for someone new to this area.

Without reviewing the results from the above references, if the plant satisfies a controllability con-
dition and a condition on the existence of solutions to a sect of partial differential equations, then trans-
formations z; = Ti(z),...,2n = Tu(z),v = Thyi(z,u) can be constructed such that in the z-v space
the system appears lincar. Here, x is the state-vector of the nonlinear system, = is the state-vector of
the linearized system, and n is the system order. Under these transformations, the nonlinear system is
mapped to the controllability canonical form

<1 ) 0
d : :
- : = : + v 7
dt | 2,y 2 @)
Zn 0 1

For the system (3), the required conditions are satisfied, and the results of [6] yield the linearizing
transformations z; = z;, 2z = Iq, 23 = —(C/M)(i/z)?, and z4 = mir—l(Ri — u). Thus the system
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appears linear in terms of state varibles z1, z2, and za, and with a properly redefined input v. The
states z; and z, are simply the original position and velocity. State z3 is the acceleration applied to
the suspended member. Thus it makes physical sense that the suspension will appear linear in z3. The
suspension force happens to vary nonlinearly with the untransformed state and input, but Newton's law
guarantees linearity in terms of a transformed state varible which is proportional to acceleration. In an
implementation, the voltage drive u must be computed in terms of v:

w=-M21Y iR, (8)

t

Since v drives the derivative of z3, we can think of v as being a setpoint for the slope of the acceleration.
Note that the coil resistance voltage drop iR is directly added to the input u.

Thus we have found a set of linearizing transformations. However the transformations are not unique.
Direct substitution will verify that the transformations 7} = z2, Ty = 2z,72,

203
— 2 _
T3 - 212 Mxl (9)
and Cooi?
6 Izi 2 .
Ty = ———— +— -
4 Ma? + M(Rz u) (10)

though more complex than the first set, do indeed globally linearize the system. Actually, there are
an infinity of such transformations which linearize this system. This is a consequence of the natur: of
nonlinear systems. It is clear however that the first sct has the greatest physical meaning, and thus
would be chosen in any practical context. Note also that in the first set the transformed state za need
never be computed. This is so because the system is linear between the transformed input v and the
original position state variable z,. Further, note that the input transformation (8) depends only upon
position z; and current i. Both of these quantities may be readily measured.

5 Conclusions

As we have seen in the magnetic suspension examples, the technique of feedback linearization is of
great utility in designing control loops for nonlinear systems such that the closed-loop systems are well-
behaved despite large variations in operating point or disturbance forces. Sampling rates for discrete- ime
implementations have been shown to be critical, especially at small air gaps. For practical applications,
the most important area which we have overlooked is that of robustness with respect to plant modeling
errors. This is an area which has also been a topic of current research [5]. In [3] it is noted that the
electromagnet nonlinearity results in nonlinear cross-coupling terms in the control of five degrees of
freedom of a precision linear bearing suspension. Thus it will be advantageous to implement nonli iear
compensation laws for this and other multivariable suspension systems.
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Abstract

The control of systems with unknown dynamics and unpredictable disturbances has raised some challenging
problems. ‘This is particularly important when high system peformance is to be guaranteed at all times. Recently,
the Time Delay Control has been suggested as an alternative control scheme. The proposed control system does
not require an explicit plant model nor does it depend on the estimation of specific plant parameters. Rather, it
combines adaptation with past observations to directly estimate the effect of the plant dynamics.

This paper formulates a control law for a class of dynamic systems and then presents a sufficient conditioff for
control system stability. The derivation is based on the bounded input-lounded output stability approach using
L. function norms. The control schemne is implemented on a five degrees- .(-freedom high speed and high precision
magnetic bearing. ‘The control performance is evaluated using step respon~is, frequency responses and disturbance
tejection properties. The experimental data show an excellent control perfirinance despite the system complexity.

1 Introduction

Some classical control methods deal with well known linear time-invariant systems. In many applications, however,
some relevant part of the system maybe unknown, time varying, or nonlinear. Controlled systems are thus often
limited to operating in only a small portion of their available range. For example, servo motors must operate in
the linear part of their range for accurate control. Restrictions such as these have led to the developme ut of control
techniques that deal with such complexities.

Several types of modern control strategies have been developed to deal with nonlinear, time-variant systems. One
of the first methods to accommodate nonlinear systems was Model Reference Control. This technique employs a
model of the system and uses the difference between the model response and the plant response as the input signal to
the plant [18]. ‘The model is either a physical model or a simulated system on a computer. Although it has no variable
paramelers, it is very useful for either specifying desired performance or for the observation of unaccessable states.
A drawback in this technique is that it requires knowledge of the full dynamic model and system limititions. When
petfect cancellation of the system nonlinearities is not achieved due to imperfect modeling or inaccurate parameter
values, the dynamic performance of the plant may be degraded to the point of closed loup instability [22].

Another advanced technique is Adaptive Control. An adaptive system measures a certain index of performance
which is a function of the inputs, states and/or outputs of the system. From the comparison of the measured index of
performance with a set of given ones, the adaptation mechanism modifies the parameters of the controller or the set of
given ones [4,14,16,21]. T here are several classes of adaptive control. A very common variation uses a desired reference
model as a basis for comparison and is termed Model Reference Adaptive Control (MRAC). In the direct MRAC, no
attempt is made to identify the plant parameters. Controller parameters are directly updated. In Self-Tuning control,
plant model parameters are identified/modified and the controller action is automatically updated according to a
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fixed regulator design. Another appre yaeh generates e control action in part by an adaptive feedforward controller
which “behaves” as the “inverse” of the plant [22]. All adaptive controllers share the distinguishing featire of system
identification followed by variation of parameters to maintain desired performance. A drawback of adapt ation is that
it is generally slow and computationally intense. Often the environment changes faster than the system, causing
performance degradation or even instability. Other references on adaptive control include [8,9,11,1‘2,19,20,24].

Other control methods, such as Variable Structure Controllers, take totally different strategies to achieve stability
in nonlinear systems. This type of controller utilizes state feedback in a control law which switches the structure
of the closed loop system between trajectories which may themselves be unstable or marginally stable but when
combined by the control law in a switching technique, result in a system which is stable. A method of switrhing
called “sliding mode”, described in [23,26,27,37], arranges the switching so that ideally the system remains on one of
the switching lines (or surfaces) as it “slides” stably toward the origin of the phase plane. Real systems, however, take
time to switch trajectories, resulting in periods of infinite frequency, or no control, as the system switches from cne
trajectory to another while attempting to remain on the switching line. This high frequency chattering undesirably
excites high frequency dynamics.

Systems which are capable of recognizing the familiar features and patterns of a situation and which use past
experiences in behaving in an optimal fashion are called Learning Systems. A learning systemn, when presented with
a novel situation, learns how to behave by an adaptive approach. Then if the system experiences the same situation,
it will recognize and behave optimally without going through the same adaptive approach. An advantage is that
the system need not be identified in every environmental situation, making the response time faster under situations
that have already been learned. A drawback is that such systems often require repetitive trial and error to bring
them into an operating state [1,25]. A large list of references on methods of control mentioned above can be found
in [13] and [17].

Another method, Time Delay Coutrol (TDC) proposed in references [30,31,32,33], depends neither on estimation
of specific parameters, repetitive actions, infinite switching frequencies, or discontinuous control. It employs. rather,
direct estimation of the effect of the plant dynarmics through the use of time delay. The controller uses the gathered
information to cancel the unknown dynamics and disturbances simultaneously and then inserts the desired dynamics
into the plant. The TDC employs past observation of the system response and control inputs to directly modify
the control actions rather than adjust the controller gains. It updates its .l servation of the system eve:y sampling
period, therefore, estimation of the plant dynamics is dependent upon the sainpling frequency. The TDC has a similar
feature as the learning control algorithm proposed in reference {10). This learning control algorithm is applicable
for nonlinear systems with linear input action. It updates the control action in each learning trial by comparing
the state derivative of the actual trajectory with that of the desired reference trajectory in the previous trial. Time
Delay Control differs from this approach in that the control action is updated at each instant based on recent past.
This paper uses the concepts developed in references [30,31,32,33] to explore the potentials and limitations of the
TDC approach.

The TDC control algorithimn leads to systems that have a similar form to that of time delay systems. These systems,
which are also referred to as time-lag or retarded systems , are systems in which time delay exists between the cause
and effect. In time delay systems, these delays arise as a result of delays existing in the hardware cornponents or
computation [5]. In our case, the time delay is a feature of the control algorithm. The mathematical formulation for
such time delay systems leads to delayed differential equations. A special class of these equations are referred to as
integral-differential equations which were studied by Volterra [29]. Volterra was the first to study such systems and
developed the theory to investigate the consequences of time delay. Several other researchers have contributed to the
development of the general theory of the Volterra type. Reference [15] provides several references of contributors to
delayed differential equations including historical perspective of control theory and developments of time delay.

The Time Delay Control was originally formulated in [30] for a class of nonlinear systems with linear input action.
The control algorithm has been applied to robot manipulators and servo systems with very satisfactory results even
under large system parameter variations and disturbances [30,31,32,33,35]. Stability and convergence analysis was
also performed for linear SISO systems [34].

This paper formulates a control law for a class of dynamic systems with nonlinear input action and then presents
a sufficient condition for control system stability. The derivation is based on the bounded input-bounded output
stability approach using Leo function norms. The control scheme is implemented on a five degrees-of-freedoin high
speed and high precision magnetic bearing. The control performance is evaluated using step responses, frequency
responses and disturbance rejection properties. The experimental data show an excellent control performance despite

the system complexity.
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2 Time Delay Control

In this paper we are concerned with a class of systems described by the following differential equations,

x(t) = F(x,t) + G(x,u,t) + D(t) (1

where x(t) € R® and u(t) € R" are the system state vector and control input vector respectively. F(x,t), G(x. u,t)
and D(¢) are vector functions with appropriate dimensions and represent respectively known dynamics, unknown
dynamics and disturbances. The variable ¢ represents time. In order to transform the sy:tem into a familiar form,
Equ.(1) can be written as

x(t) = F(x,t) + H(x,u,t) + Bu(t) (2)
where the new term H(x,u,t) is defined as

H(x,u,t) = G(x,u,t) + D(t) — Bu(t) (3)

and B is a matrix to be selected by the designer. A reference model that generates the desired trajectory is chosen
as a linear time invariant system,

Xm(t) = Amxm(l) + Bar(?) (1)
where x,,({) € R" is a reference model state vector, r(t) € R" is a reference input. A,, and B,, are constant
matrices with appropriate dimensions.

The class of systems considered in this paper includes systems that satisfy a matching condition. It was shown
in references [30,32,33] that systems in a special canonical form satisfy the matching condition. These systems can

be partitioned as [ollows

Xq X,
x=|..1; Fxit=
X, F.(x,t) i
0 0 ]
H(x,u,t)= ;. B=1 ...
H,(x,u,t) B,
where the partial states are x, € R"™",x, € R",x, = [Xr41,Xrg2 ... ,x,,]" € R™~". The vector functions Lave the

following dimensions F,(x,t), H-(x,u,t) € R",B € R"*" and B, € R™*" is of rank r The matrices involved in
the reference model of Equ. (4) are also partitioued in the same manner,

o] I, 0
A, = - , B = S
Anr B
where I, € Rn=rix(n=r) A cR™*"® By, € R™*", B, €R"* and r({) €R". Furthermore assume a feedback

matrix K of the form,
0

K= .
K,
where K € R"*" and K, € R™*". The objective is to generate a control action u that forces the error to vanish

according to
é={(An+Kle=A.e (5)

The control action that combines past observations with adaptation for systems described by Equ. {2) ts given by
u(t) = BH-x(t - L)+ F(x,t — L) - F(x,1)

+Ax(t) + Bur(t) + Bu(t - L) - Ke(t)]
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where the parameter L represents the time delay [30,32,33], the error vector e is defined as the difference bhetween
the plant and the reference model state vectors,

e=Xn,—X (7)

The term Bt is the pseudo-inverse matrix defined as BY = (BTB)"BT. For the special canonical form considered,
B* is given by
-1
01" o ‘

B+ = (B7B)"'BT = [0:BT)
B, B,

=(B'B,)"'[0:BT]=B;'[0 L] =[0:B]
The control action now reduces to

u(t) = B7'[-%(t—L)+F(xt-L)~ F(x,t) + Amrx(t)
3
+B,u(t — L) + Byuer(t) — K,e(t)] (3)
Note that this control law is a special case of a general algorithm which uses convolutions for estimating unknown
system dynamics [36].

The objective of this research is to be able to control such systems and guarantee performance despite the presence
of large dynamic variations in G(x,u,t) and large unexpected disturbances in D(t).

As described in [31], each term in Equ.(8) has the following meaning: (1) By, cancels the control matrix By, (2)
the term —F(x,t) —x(t — L) + F(x,{ — L)+ Bu(t — L) attempts to cancel the undesired known nonlinear dynamics
F(x,t), the unknown nonlinear dynamics and the unexpected disturbances H(x, t), (3) the term A, x + Bpr inserts
the desired dynamics of the reference model, and (4) the error feedback term —Ke adjusts the error dynamics. Thus
this controller observes the current state, the state derivatives (estimates) and the inputs of the system at time t — L,
one step into the past, and determines the best control action that shoul! e commanded at time {. The scheme
used in the time delay control is reminiscent of numerical methods used to ~olve differen-ial equations.

3 Stability Analysis

3.1 Error dynamics

As indicated in [32,33], the stability of such control systems using time delay depends on the delay parameter L, the
control gains K, the speed of the response of the plant and the speed of response of the reference trajectory. The
method used to perform this analysis is based on the bounded input bounded output stability procedure. In what
follows, we discuss the stability analysis for two situations pertaining to whether the control distribution matrix 5’;%-"—
is constant and known or unknown. In order to perform the stability analysis, we formulate the governing equations
for the error dynamics. First using the control action of Equ.(8), the plant equations of ¥qu.(1) become

Xs

x(t) Fo () 4 Ho(xou, 1) + [=xe(t = L) + Felx,t = L) = Fr(x.0)
+Bu(t — LY+ Apex(t) + B,.r(t) — Kee(t)]

X

L

L H,(x,u,t) - H(x,u,t — L)+ Amrx(t) + Bprr(t) — Kre(t)
The previously defined error e of Equ.(7) is now governed by
é(t) = (Am + Ke(t) + H(x,u,t — L) — H(x,u,t) {9)

where the second and third terms are forcing functions due to the unknown system dynamics and unpredictable

disturbances.

393



Rewriting Equ. (9) as

e(t) = (Am + K)e(t) + p(t) (10)
where
0
p()=| -~ -
pr(t)
and

p-() = Hp(x,u,t — L) — H,(x,u,t)

One may ask the question: what conditions does the vector p(¢) have to satisfy for the system to be stable? A
sufficient condition for stability will be derived in the next section.

3.2 Sufficient conditions for stability

This section presents a general solution to this multi-input multi-outp 1t control problem We will use the bounded
input-bounded output approach based on Ls norms in order to deri:e sufficient conditions for stability. We now
consider the governing differential of the error as given by Equ.(10) an | its correponding time response,

t
e(t) = e(Am+K)‘e(0) +/ e(A"‘+K)"—”p(r)d-r
0

We will use ||(.)7|| to indicate the norm of the time trancated function (.) and ||(.)||i for the induced 1iatrix norm.
Taking the norm of the error [28], -

lerll < Il (A=Kl le(@)ll + supiepory Jo A~ U= llp(rlldr
< [ (e Am+E0) L lle(O)ll + lprllsupiepo.ry fp lle A=+ sdr

The desired error dynamics given by (A, + K) are always chosen to be asymptotically stable. This implies that
there exist finite positive constants m, A such that

“e(A""’K)(“")”,- <me -7 VYrt>7T
which implies

t - - "
sup.efo11 Jo et Amt K= dr < supyepo ) R — ™M) = 2

fl(eAn+EOt) |, +Kiy,

SUP¢e[0,T) ”(C(A"‘

il

IN

SUPye(o,T] me~ M =m
Therefore, the norm of the error is bounded

llerll < o+ Blipril (11)

where
m
a =ml| e(0)]], 8= T

[n order to be more specific on these stability conditions, we need to expand the forcinz term p(t). We can rewrite
pr(t) as
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pr(t) = H,(x(t — L),u(t - L),t = L) - H,(x(t),u(t — L), 1)
+H,(x(t),u(t — L), 1) — He(x(t),u(t).t)

POl = el < IH-(x(t — L), u(t = L)t = L) )
—H,(x(t), u(t - Ly, )zl

+”[Hr(x(t)vu(¢ - L)vt) - H,.(X(t),ll(t),t) F”
Assuming that the function H,(x,u,t) is continuous and differentiable, the Mean Value Theorem yields [6)]
IH(x(t — L),u(t - L),t — L) — Hq(x(t),u(t - L), )]ril
< 11 (2he + o) (x(O it = .0] 12
[|[H,(x(t),u(t = L), 1) - H, (x(t), u(t), )irll

< I [ e (x(0),6.0) (u(t) — ute = L)) |

where ¢ € (t = L, 1) and 6 € (u(t - L),u(t)).
Equations (13) and (14) involve terins in x and u. To express them in terms of e, the following eXPressions are
used,

(14)

oM, OHM, oM, O0M, = OH., s
ot Tox T ar T Toax ™t ox )
u(t) —u(t - L) = B % (t - L)+ F, (x,t — L) — Fp(x,1)
+ A rx(t) + Borr(t) — K.e(t)]
(16)

= B Xt = L) + &n(t = L) + Fo(x,t = L) = Fo(x,0)

Fxmr(t) = (Amr + Ko )e(t)]

since €, = Xmr — Xr anld Xm,(t) = A Xm(t) + Borr(t). Substitution of (13), (14), (15) and (16) in ( 2) and sonie
algebraic manipulation yields,

lprll < 128e + SHesniL + 12550 L ller |
HI12eB; (A, + Kolillerl
LB s ([ (8) = Some (8 = D] -
+Hi e ny ) erl
1B F- (x, = L) = Fr(x e
I (x.t = L) = Fo(x, el < H [(2E= + %) (x(s),f)],, L
18)

oF oF,

< || + Zgxm oF, lierl

where £ € (t — L,t). Substituting Equ. (18) in Equ. (17) yields
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llprll < e +ezllerll +ecallerll (19)

where the constants ¢, ¢2 and c3 can be identified as

_ oH, __, 8F, OF, . . )

a = | Ju B | LI ot + gx—xm" + |Xme(t) = Xmr(t — L) H
OH, OH, .
LI+ x|
JH, _ _

2 = ” a Br l(Aml' +Kr)||l

_ dH, 6H, _ _, 6H, _ _, oF,
e = N2 L+ GBI+ 1B Ik L

We will assume later that the terms in the right hand side of the three equations listed above are bounded and hence
the parameters ¢y, c2 and c3 will be bounded. The norin of the error in Equ.(11) can now be evaluated and is found

to be,
llerll < a+Bllprll < a+ Ber + Bealler || + Bealler ||

or

at et fesllerll e g (20)

(1 = Bea)

The above equation relates the norms of the error and the error derivative. '[o obtain absolute bounds on the error
another equation of this form is needed. The norm of the derivative of - error e, can be found frem Equs. (10)
and (11),

llerll <

llerll < NlAm +Klli ller]l + liprll
< [lAm + K|l + ca]ller]l + 1 +ealler]| (21)
This condition can be stated as,
: a HAm + K|l +e] : o
< Y feg < | (22
lerll < s el )

and substituting Equ.(20) one obtains
[Am +Klli + c2] (a + Ber + Bes|l erl])

. +(1 = Bea)er
llerfl < (1 —ca)(1 = Bea)

or

“Am + K||.(a + ﬂC[) + ¢y + Cox
[1 = Bcz — 3 — Bea ||Am + K]

if c3 4 B(ca+cal|Am + K| ) < | is satisfied. Using the expressions for the constants ¢;,c2 and c3, we have

[ler|l <
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(12l + 127 e + 11537 55l )
[1+ 2lAm+Kli] (23)

B A + KR < 1

Based on the foregoing analysis and relations between the vector functions H,, G,, and B, given by

oM, _8G,  OH, _9G, p
ox = Ox du = Ou "

the following sufficient condition follows,

Theorem 1 :
If the functions F(x,t), G(x,u,t),D(t) are conlinuous and differentiable, and

If the Jacobian matrices %ﬂ, %, %, and the veclor functions 25-‘4, 8—3Gt-’-, %DT'- € L, and
If the eigenvalues of the matriz (Am + K) are in the left-half plane, and
If the following stabilily condition 15 satisfied
[L+ 2 11Am + Kl (1250 L
#1128 Bt -l (1 + 1%l L] (24)

+ IS B - DA + K R < 1
Then the time delay controller is stable, and
the resultant bounds on the norms of the error, e, and ils derivalive € ure

a+ fcy —acy
|l < :
lell < [1 = Bez — e3 — Bea [[Am + K| ] )

[|Am + K]li (a« + fey ) + c1 + 02

él <
llell < [1— Bez — ca — BeallAm + K]l ]

The constanis ¢y, ¢a , c3 « and 3 are,

G, . _ oF, OF,. .
1 = II("(?T—BV' b I)“l [[‘ “ Ot + 'a_x-x"l” + “er([) - xrnr(t - L)”]
0G, 0G, .
+ L||——-Bt + 5 Xm 1
0G,
2 = H("(:)Tl‘nr 1) (Amr + K
oG, G, . _ oF,
3 = Il—a—x—lli L+ ||-5;'Brl—lili(l+ ng—lli L)
a = mlle(0)]
m
p o= T
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le]

lleflmax

2N

ﬁﬁmu lel

Figure 1: Region of Stability in the |ler|] — |ler|| space

Condition (ii) implies that the rate of change of the functions F,, G, and D, with respuct ¢,x and u are bounded.
Condition (iii) implies that the desired error dynamics are chosen to be stable. Condition (iv) relates the time delay
I, the rates of change of F, and G, with respect to x and u, and the desired error dynamics specified by (A + K).

The bounds on the norms of the error, e and its derivative & are shown graphically in Figure 1. Equ. (20) yields
a straight line as the boundary between stable and unstable regions. Similarly, Equ. (22) yields another stra-ight
line. The common region bounded by the two straight lines is the region of stability as shown. The absolute bounds
llellmaz and ||€|lmaz shown in Figure 1 correspond to those given by Equ. i25).

3.3 Special cases and discussions

Condition (iv) stated in the proposition 1 can be rewritten in a more convenient and usable form. Th:s simplified
and convenient condition, however, is more conservative. Starting with condition (24) and after some algebraic
manipulations we obtain,

{108l [1+ 3 An +KIE] ]
(L+ 1%l L)
+ 5 (1Am + K[l
1A+ KL+ (18l )]

G.g-
1B — Ik <

(26)

The condition (26) implies a bound on the variation of 5'%%& relative to the controller gain matrix B,. The size
of this bound is dependent on the delay time L, the norms of ||%%’-||. and ll%f-“,-, and the desired characteristics
of error dynamics given by (A,, + K). The smaller the delay time is and the smaller the bounds on ll%%lli and

H%H‘ are, then the larger the allowable size of bound is on the range of %g‘—lf- relative to B,

In the case of first order SISO systemns the vector functions reduce to scalar functions G, =¢,B,=band F, = f.
Some interesting results are stated below for this class of systems. For first order SISO systems, we have

”e(A...+K)(r-r>||'. = | eam+kNI=T) | = g(amtE)t-T)

m =1

A= —((lm+k)
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|lAm,.+K,.II,- = ||Am+K”i :lam+k |= —(am+k)

the stability condition (26) becomes

2 -3 )
B -1 = (18 -1l < ——5r
(3+2||3;HL)

_gd J9 o128

1_(‘ Z”az"%(‘aﬁ) (__ldl .
0 o b oS B
(3+2150e) (s+2giie)

(50)

15
du

The above condition implies

with the lower bound on being always positive. For the case where g£ = b the stability condition (28)
u

becomes,
g 1
- - 9
0L < 3 (29)

This implies that as H%‘Z‘” becomes large, the delay time L must be decreased to maintain stability which makes
intuitive sense. From (28), it can be observed that for “sufficiently” small L (L — 0), the condition is reduced to

the following limiting case,
dg
Ju 1
12— 1l < 3
dg (30)
2 a4
3<% °3

- e C L . dg .
The result indicates that stability 1s maintained for a variation ol 66% of 5-9— with respect to b.
u

When the control distribution matrix %%-’- is a constant and known, the controller gain matrix B, may be chosen

such that 9-5%1- = B,. This enables exact cancellation of the known dynamics F, and approximate cancellation of
unknown dynamics and disturbances [33]. The stability condition (26) then reduces to a bound on delay time L in
terms of %‘- and (Am + K). The known dynamics F,, the control distribution matrix %‘- and the controller gain
matrix B, do not enter the stability condition because of exact cancellation.

4 Application: Control of a high speed and high precision magnetic
bearing system

The magnetic system under consideration is a turbo molecular pump, a device used to create vaccum in special
environments such as integrated circuit manufacturing. A schematic diagram of this pump is shown in Figure 2.
The pump action is produced once the rotor, with blades attached to it, is spun by an induction motor. In order to
minimize impurities and particle generation, the rotor is suspended magnetically in the X,Y and Z directions shown
in the figure. Some information relevant to this design are summarized in Table 1. This system has five degrees
which may be described by a differential equation of the form,

Xq
d =1 ....... + ] + ... (31)

| o F,(x,() Go(x,u,1) D.(t)
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Figure 2: A five-axis maguetic b-aring .
Rotor Mass = 2.2 Kg
Air gap for thrust bearing = 400 pm
Air gap for radial bearing = 250 pm
Maximum current to bearings = 10 Amp.

Maximum rotational speed 45,000 RPM

Table 1: Relevant system paraineters

where x, € R® and x, € RS represent displacements and velocities of the rotor with respect to the bearing stators
respectively. The current inputs to the eleciromagnets are represented by the vector u € R5. The control objective
is to levitate the rotor and maintain stability. Also, the control system must reject disturbances under spinning and
nonspinning conditions of the rotor.

This plant is multi-input, multi-output with all five degrees of freedom unstable open loop. Disturbances and
coupling include forces due to gravity, magnetic actions, unbalance and gyroscopic effects. All of these effects will
show up in the vector function G,. Note that since the magnetic force is proportional to the current squared and
inverseley proportional to the gap distance squared the function G.(x,u) is a nonlinear function dependent on the
state x and the control action u.

The variation of the component of G, in the Z direction in terms of the gap z and control current u are shown
in Figures 3, 4, and 5. Figure 3 shows that for a gap of 0.15 mm, the rotor acceleration corresponds to 30 m/sec?
and 110 m/sec? for control currents of 1 and 2 amps respectively. Also, for the same gap opening and with currents
levels of | and 2 amps, g—f changes from about 0.22 x10° s—e'?- to about 0.88 x 106;-;?;, and 7% changes from about 32
m/amp-sec? to about 112 m/amp-sec?. It is clear that this particular device experiences drastic dynamic changes.
Therefore, such dynamic information would be necessary if a conventional control system is used: otherwise the
system performance may be acceptable only for some specific operating conditions.

The control algorithm was implemented on a DSP chip as shown in Figure 6. In this experimental setup, we have
the option of controlling the system using either a linear analog controller which resides in the compensation block,
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or a time delay controller implemented digitally in the DSP board. The position signal for the Time Delay controller
is obtained through the test points TP2 and/or TP3 and this signal is then sent into an analog to digital converter
(A/D converter) which is linked to the DSP board. The A/D board has an adjustable built in low pass filter where
the position signal can be filtered. The control voltage signal is sent out through the D/A converter which has a low
pass filter with adjustable cutoff frequency.

The program was written in C and assembly language. The sampling frequency used was around 5 KHz. The
computation time for the control algorithm was about 70usec. The cutoff frequency of the filter for the position
signal was kept at 7.2 KHz since the signal from the sensor is already bandlimited to 1 KHz. The position signals
are then obtained by the DSP board and the control actions representing currents are sent out through the D/A
converter. The D/A converter has a low pass filter with a cutoff frequency set to 1.5 KHz. Although a sampling rate
of 5 KHz was adequate for this system, the sampling frequency could be increased up to 15 KHz. This sampling rate
could further be increased by optimizing the program code and hence reducing the comjutation time for the Time
Delay Control law.

In this section, we will use the control procedure described earlier to maintain a desire/l performance. The model
reference for the thrust bearing position was chosen as a second order system with a natur il frequency of 200 rad/sec
and a damping ratio of .707. The experimental data shown in Figure 7 indicate that tle actual position response
tracks the reference model response very closely. In this case, the position of the rotor 11oves from 200um to Opm
which corresponds to the suspended configuration. The error between the desired and actual position trajectories is
shown in the same figure and has about less than 10% maximum error. The control current necessary to produce
this response is also shown in that same figure with a maximum current of about 1.75 amps. This is an excellent
performance considering that the controller has no detailed information about the system. Figure 8 stows the
closed-loop frequency response between the reference position and actual position of the thrust bearing. In "his case
it is clear that the magnitude and phase characteristics are close to those of the reference model selected. [n order
to check the disturbance rejection properties of the control system, an additional current is injected through the
drive amplifiers (Auxiliary input 2 in Figure 6) to create an intentional disturbance force. The frequency of this
input is then varied from 0.1 Hz to 10 KHz (sine sweep). In order to check the disturbance rejection properties, we
measured the frequency response from the additional current to the position of the rotor. The disturbance rejection
properties of the thrust bearing are shown in Figure 9. This curve represcnts a compliance curve. The controller
rejects disturbances up to the bandwidth which is again around 200 rad/sec. The static stiffiness is about 100 MN/m
and the minimum stiffness is about 300 KN/m at the frequency of 200 rad/~ec.

Figure 10 shows the closed loop frequency response for a radial bearing. Again, this response is between the
reference position and actual rotor position. This is very similar to that of the reference model. Figure 11 shows the
disturbance rejection of the radial bearing when the rotor is at rest and while it is spinning at 10900 RPM, 20100
RPM, 30400 RPM and 34800 RPM. When the rotor is not spinning, the static stiffness is about 200 MN/m and
the minimum stiffness is about 500 KN/m. It is clear that the disturbance rejection properties are almost the same
for these different operating conditions. Figure 12 shows the effect of using a lower bandwidth of 100 rad/sec. In
this case, the disturbance rejection curve moves up indicating a lower stiffness. These data demonstrate that such a
control scheme possesses excellent robustness properties.

5 Conclusion

The time delay controller algorithm uses past observations for adaption in controlling systems with unknown dynamics
and unpredictable disturl.ances. The time delay control law is formulated for a class of nonlinear systems with
nonlinear input action. TChe result of stability analysis performed based on the bounded input-bounded output
stability approach are prosented and interpreted. The control scheme is implemented on a five-degree-of-freedom
magnetic bearing. The control performance, evaluated using step responses and disturbance rejection properties, is
shown to be excellent despite the complex nonlinearities in the system.
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ABSTRACT

Certain experiments contemplated for space platforis st be isolared from
the accelerations of the platform.  In this paper an optimal active control is
developed for microgravity vibration isolation, using constant state feedback gains
(identical 1o those obtained from the Linear Quadratic Regulator [LQR] appri achy
along with constant feedforward (preview) gains.

The quadratic cost function for this control algorithm effectively weidliis
external accelerations of the platforin disturbances by a factor proportional 1o
(l/;)l. Low frequency accelerations (less than 50 Hz) are attenuated by oroatos
than two orders of magnitude.  The control relies on the absolute position and
velocity feedback of the ex oriment and the absolute position and velocity
feed—forward of rthe platform. and generally  derives  the stability  robus ness
characteristics guaranteed hy the LQR approach to optimality.

The method as derived is extendable to the case in which only the relative
positions and velocities and the absolute accelerations of the experiment and space

platform are available.



1. INTRODUCTION

A space platform experiences local, low frequency accelerations (0.01-30 Hzj
due to equipment motions and vibrations, and to crew activity [1]. Certain
experiments, such as the growth of isotropic crystals. require an environment in
which the accelerations amount to only a few micro—g's [2]. Such an environment is
not presently available on manned space platforms.

Since the experiiment and space platform centers of gravity do not coincide, a
means is needed to prevent the experiment from drifting into its own orbital motion
and into the space platforin wall.  Additionally, some experiments require umbilicals
10 provide power. experiment control, coolant flow, communications linkage. or
other services.  Unfortunatelv, such measures also mean that unwanted platforn
accelerations will he transinitted to the experiments.  This necessitates experiment
solation.  Passive isolators. however, cantot compensate for umbihical stiftness, nor
can they achieve low enough corner frequencies even il umbilicals are absent.
Active isolation is therefore essential.

The probleni. then. is to design an active isolation system to minimize these
undesired acceleration transmissions, while aclieving adeqnate stability margins and
system  robustness. Spatial and control energy limitations  must also be

accommodated.
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2. MATHEMATICAL MODEL

The general problem has three translational and three rotational degrees of
freedom. For simplicity, however, this analysis will consider only  the
one—dimensional problem. The general problem could be treated in an analogous
manner. Let the experiment be modeled as a mass m. with position x(t). Assume
that the space station has position d(t), and that umbilicals with stiffness k and
damping ¢ connect the experiment and space station. Suppose [urther rhat a
magnetic actuator applies a control force proportional to the applied current ).
with proportionality constant . Such a model is shown in Figure 1.

The system equation of motion is
mx + c(x—1) + k(x=d) + ai =0 i
Division by m and rearrangement yields

m m T m

[n state space notation this becomes

x=Ax+bu+f (3
where
SN TS (S g G
=7 0, ] x YR X T x
[0 11 0
A oy =1 a
m m | m



The objective is to minimize the acceleration x(t).
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3 OPTIMAL CONTROL PROBLEM
The optimal control problem is that of determining the -ontrol current

n(t) = i which minimizes a suitable performance index

for the system described by Eqgn. {3) subject to the state variable conditions

x(0) = X, HE
i ox(t) =4 (O
L—

Another reasonable assumption is that f(t) is bounded. and it will be found
mathematically advantageous (and only minimally restrictive) 1o assune that fioi s

also a dwindling function:

Limfiy)y =48 (50

t— 2

A quadratic performance index

J= l—,] L\;l W x + w.;u"’] dt, o

|
has been chosen, as one that lends itself well 1o the variational approach to optimai
controls. since an analytical solution is desired.  The upper fimit of the definite
integral has been sclected so as to yield a time—invariant controller. Here W, is

square 2x2 constant weighting matrix while W is a weighting constant,



Although, W, could be a full 2x2 matrix, for this problem a diagonal form

has been employed for the sake of simplicity.

N 2
) =3 (W, x 7 w5 %\N;l Jdt . (i

<o that cach tate is weighted independently.

If sinusoidal motion of the experiment is considered. so that

x(1) = B sin ot

and S{0) = @mx(t), the cost function can bhe expressed intesms ol the acceleration

and coutrol as

.‘x/ w . .
J = ;1; [(~—1“’ + - “’) B“\“ + Wl } i Oy

S ) w &7
al 1o

It is apparent that this performance index convenient v weights acceleration

frequencies nmeh more the at higher [requencies,

ORIGINAL PAGE IS 19
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1. SOLUTION

Finding the optimal control to minimize Eqn. (4) is a variational problem of
Lagrange, for which the initial steps of the solution are well-known fe.g.. Iilbert
[4]). The variational approach is outlined below, following which the complications
added by the nonhonwgeneous term f(t) will be addressed.  Current optimal
controls texts either assume that f(t) = 0 (e.g., [4], p. 262) or require that it have a
restricted range space (e.g., [6], p. 238). The solution that follows provides an
analytical optimal without imposing such restrictions.

The argument of the cost function J from Eqn. (1) is angmented by the

Lagrange multiplier A times the svsten equation of motion Equ. {3) where

A= /\ll (10

The result J can be oxpressed as

.l:-l [ "
0

where the Hamiltonian H is
*) . .
\V +w.;u‘)+A (x—Ax —bu-—1{) t12]

N .
[t is desired to obtain an optimal solution u = v which minimizes J.

The livst variation of J(x, u. x) is

[()H dll

7—(5 +()” ](](

()_\_



which is set equal to zero Lo minimize J. However, integrating by parts,

o0 O
J (A g dr.:—[ Al b dt
0 dx 10

<0 that the above expression for ¢&J becomes

- O . tp ,
8} = [(%% —-Al)ﬁg + %% Suldt =0 (13)

Both éx and éu are arbitrary variations, so 6J = 0 only il

o T e
Tii_ /—\. yl“iaA
dtl _

ml——o 1“)1

The couditions given by kqu. (5 still apply.

Solving Equs. (11a) and (14b) viclds

A=W, x—-AA (15a)

1
ux _ »lA—_ h'l‘ \ (l-ll)
\V:‘ = =

omamRL PEGE IS
CF POOR QUALITY 491



x
Temporarily eliminating v produces the result

X x] ! |
= AL\ + (1(')
) A o
where
r' ry
A bl
I "3
A=|l-—— == — - —— —
l T
\\r l ‘ "4‘\

If Equ. (16) is now solved for A in terns of xoand [ Fane (15b1 will then furuish an
4
expression for the optimal control u
As noted before. optimal control texts generally treat the homogeneous
problem (where f(1) = 0}, but they do not provide an analvtical solution o the
nonhomogeneous svsten deseribed by (3) and (16). Salukvadze has treat-d the
nonhomogencons problem [41,5], but his difficult treatiment seems largely 1o have
remained either uncompreliended or inder—appreciated.  This me-hod is especialls
well—snited 10 low—frequency disturbance rejection, and has heen applicd below o
the present problem.

The homogeneous solution to Eqn. (15), where { = 0, is

X | \ X
= [L LA R0 (17
A }h A()
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The four eigenvalues of A may be found to be, in ascending order of real parts.

. 5 172
7
B, + (3,2 - apy)'?
B == (18a)
2
. 5 1/
-3, = (3% = aa)'?
fty = — = (13h)
” 2
Hy =~ (13¢)
= ey (13d)
where J, and J, are defined as follows:
2k 2 oW _
= ~ 2 mowy (19a)
and
2
Y a”ow, ) /
3, = ,fl‘—-l —.)——l‘—"+ L; (19bj
- m“w3 m-

The eigenvectors of A corresponding to the respective eigenvalues yy may he chosen

to he

1

I‘k

*)

74 N M o)
— + =
1y 13h 73
7+ (o F )by

ﬁ

—_
o
o
=

S

Ekzi
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where 7 Yo V3o and 7, are defined below:

_ _k .
17 m (20b)
¢ 20¢)
79 m (2
2
73:_;1__ {20d)
m-w,
"MW (20¢]

Using Eqns. (18) through (20) with (17) the solution to the homogencous systen i

1y t . “‘.’[' . iy t ' —;12L
X € Rll + yt 132[ + o E:‘l + 40 1)_11
= fyt jiyt —Hyt —jtyt {(21)
A : ¢e 212 + o0 Bgz + e 232 +cye 242
. Pk :
with p = , I+, k =1, ..., 4 and where Cpo e € are arbitrary constants.
U

Application of the variation of parameters method with tenminal conditions
(Eqns. 5b.c) leads to the general solution of the non—homogeneous system. with two
constants of integration yet undetermined.

If the two constants of integration are eliminated by solving for A in terms of

x and f, the general solutions for ’\l and \,, become:

‘_’th- _/I.)t
Ap= 6t Eox, + §ye + e T (22a)

] -—/t_lt —fisl
/\. = g‘r)xl + 56)\'.—) + €7€ + £ 2

o
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in which the {i's are functions of the eigenvalues and eigenvectors of A.

disturbance f(t).

The Solution Form

Using the fact that

ADb [cf. Eqn. (15b)]

the optimal control is found to be

* —ult /th, —fob Lyt
u () =Xy Xy + 130 [e I'._)(l)(]t +oe 7 [e = f,t)dt

where
_—m Kk
= "a (m K l“‘))
A —m <
= "o (m + Hy + “‘2)

_m 1 2, ¢ k
IR S TS W m

_m 1 2. ¢ k
'7,1——‘(;(1——“5l -y )(l +mll3+m)

(It should be noted that the feedback gains 1, and 1, are those

and of the

(21a)

(24h)

(21e)

which  would

result from applying standard LQR theory to the lomogeneous systenn cquation

< = Ax + bu). In Eqns. (24) Hys My are the eigenvalues of \ with negative real

parts, [see Eqns. (18a,b)} and

OieBaifene PRER 19

OL POOR QUALﬂ"
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fy(t) = %(l + l%d :

(241)

By repeated application of the method of integration by parts. the control may be

re—expressed in terms of an infinite sum:

. o (10 6, P x (-0 1,
W) = Xy Xy Fog | 2 T + 1y ) T
- r=0 I r=40 i
(23)

Rewriting ., in terms of  and d. the control function becomes

0 : kMM
' — g 4 . — —— _..\
i = xt) + yx(1) + [m (“[ + /t.,’] d(t)
,
r—1 . ) I . 7 1 :
v |i—=b e M3 ik 3 10
+':l e T B Y m (TET R
= I Ity I Ity
o 1
=t e 13 | (n) her ardor Lorng
+ [(-1) m( —+ — )] dU(t) + higher order terms
) 2 .
(20)
This may be writien in a more appealing form as
u (1) = ('p x(1) + c, x(1) + 140 d(t) + 41 d(t) + higher order terms
(271

in which the constant coefficients o Cor a0 and € g may be defined from Eqgns.

(24) and (26). Clearly. if the infinite sums converge rapidly enough, the optimal

control can be approximated by



o
(o]

u*(t.) = Cp x(t) + ¢, x(t) + €40 d(t) + 4l d(r) (
For very low frequency disturbances the higher order terms in Fqu. (26) are
negligibly small, and the control (Eqn. (28)) closely approximates the optimal. If.
in fact, the second— and higher—order derivatives of d(t) are identically zero. the
approximation is exact. It can be shown that for the critically damped closed loop
svstem the eigenvalues are real and equal, and that the convergence s more vapid
than for the overdamped system. Further, as the closed—loop system eigenvalues

becone more negative the convergence speed goes up as well.
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5. CONTROL EVALUATION

Phvsical Realizability of the Control

The control, Eqn. (25), is physically realizable, if the states and sufficien:
derivatives of d(t) are accessible (or estimable by an observer), and if the higher
order terms are negligible. It is not necessary that the eigenvalues be real. although
the proof of this requires a more general lincar—algebra or state—t ransition—iatrix
approach.

If values are assigned to the system parameters. associated controller gains
can be evaluated. Suppose that m = 100 Ibm, k = 0.3 Ibf/ft, ¢ = 0 Ihi—sec/it. and
a = 10 Ibf/Amp. With w4 arbitrarily set at 1 and Wi vari»d. associated integer
values of W, can be found below which the eigenvalues g, and g, will always be
real. Such values are tabulated in Table 1. Stated otherwise. the tabulated values
of the weights w and w, - are those integer values (for the sake of simplichiy) for

«

which the closed loop system is closest to being critically damiped without bheing

underdamped. Corresponding controller feedback and foed—iorward gains (for the
first five derivatives) are also included.
1)

0 . i ')‘
The states x(t) and x(t) and the derivatives (lw)(t o ey and rl("/t) are

clearly available for an carth=based system. However, in space. tne only absolute
measurements which can be directly available are (1) and d{t). from which Xit).
d(t) and x(t), d(t) arc obtainable only by successive integration(s). Rearrangement
of (28) into

u(t) = (('p + ('dU)xU) + (e + (-(“)k(r) —("m[.\'(t\ —dit ] —c

or



obviates the need for one accelerometer. but one accelerometer phis two integrations
remain necessary for either the platform or the experiment. Since [x{t)=d(t)] (or
one of its integrals) has not been weighted in the performance index J, experiment
drift will be a problem that must be corrected either by another control loop or by a
change of system states. The latter could be accomplished by incorporating an
accelerometer attached to the experiment into the state equation. Alternatively.
one could append an integrator to the plant, include the current i(t) as a third state.
and optimize the control difdt. But for the sake of simplicity (i, fewer states) the
former has been assumed (without development) in this paper.

The higher order terms of the control [Eqns. (25) and 26)] can be neglected.
for low frequencies, if the eigenvalues ji, and ty AT® of sufficient modulus.  These
cigenvalues, in turn, are ander the control of the de:igner. determined by his hoice

of weights w .. Wy and w.. It is apparent from Sqn. (251 that u (1) essentially
[ .

reduces to two alternating power series. For a sinusoidal disturbance of frequeney &

the <eries form of the control converges for fw/pp| < 101 = 1.2). It can be shown

X
. . . ; row\2r T
that each alternating power serics converges like Y (=D)'(=)7 . With How"

r=1>0

frequency disturbances (i.e., small relative to system closed loop cleenvalines a

control formed by series truncation very closely approximates the optimal.

)

For example, suppose that the normalized frequencies i‘*///i“ for a sinnzoidal
disturbance are less than 1/5, and that only the feedforward control terms ¢ diti
and ('dl('l(t) are included with the feedback terms. Even so. the feedforward portion
of the truncated control, at any time t. will be a current that is still within 40 fie.
(1/5)‘2 of the feedforward portion of the actual optimal. i the normalized

frequencies are below 1/10. this approximation crror will be tess than 1. Table 1

shows that the gains Cdi of higher order derivatives (lm(tj [see LEqu. (26) for

algebraic representations| are, in fact, quite small.

Tl Tt LR .
h.).ur,.v.!‘vﬁu“ ’JEF":F- [T

P SR 1 W e} Ty },.,,-
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[n some circumstances there may be design constraints which prevent the
designer from selecting weights that will lead to sufficientlv rapid convergence.
However, since convergence occurs rapidlv even for eigenvalues of relatively small
modulus (lu.’//til < 1/3), in a great many cases the designer will have much
latitude in his choice of weights. For "low" frequency disturbances, in these cases, a
control which includes only one or two feedforward terms will be “close” 1o the
optimal. These frequencies will be well-attenuated.

Higher frequency disturbances will also be well—attenuated. provided the
input—to—output transfer function(s) are at least strictly proper in the Laplace
Transform variable s, This will not be the case for the present problen it more thin
three teedforward gains (40" Cd1° ('(l'.’) are included in the control. Practically. this
means that only proportional and first— derivative feedforward [Egn. (25) withr =
0.1 or Eqn. (26) with n = 2] should be added to the feedback coutrol terms. As will
be seen shortly, however, adding even the proportional feedforward termf=) can
dramatically improve the disturbance rejection over that afforded by LQR fecdback

alone.

Transfer Function and Block Diagram

Neglecting the higher order terms, the transfer function between input and

out put. accelerations or displacements is

¢ k

SX(s) Xy o T ] (31]
2T D) o, 2 ¢ is Koy -
s D(s) (Z87 + (E +oe)s (G H N

and a block diagram of the controlled system can be drawn as in Figure 2.



Control Stability, Stability Robustness. and General Robustness

Since the control feedback gains are the same as those obtained by solution of
the standard Lincar Quadratic Regulator (LQR) problem, the closed loop system is
stable and enjoys the stability robustness characteristics guaranteed by the (LQR)
approach to optimality, viz., a minimum of 60° phase margin, infinite positive gain
margin, and 6 dB negative gain margin (6]. Additionally, numerical checks indicate
that it enjoys substantial insensitivity, or general robustness to nncertainties in k, c.
and m, as indicated by Table 2 and Figures 3 through 10. By comparing the Bode
plots of Figures 3.5, 7, and 9 (corresponding to controls using both LQR F/B and
proportional F/F) with those of Figures 4, 6, 8. and 10, respectively (corresponding
to controls using LQR F/B ouly). one can see that adding feed—forward
substantially improves disturbance rejection at low frequencies.  For example a
comparison of Figures 3 with Figure 1 indicates that the optimal control method
doscribed above can lead to acceleration reductions of preater than four orders of
magnitude for all frequencies. This reduction is more than two orders of magnitude
below that afforded by LQR feedback alone at the lower frequencies, i.e., those most
heavily weighted in the perforniance index.

The order of the reduction is eventually limited by control cost. of course.
probably in terms either of actuator—related limitations (such as heat—removal or
force—gencration requirements) or of power limitations (especially in a space—station
environment). The control also leads to displacement reductions of the samce
magnitude, limited in this case by actuator—stroke or spatial limitations. Providing
a unit transmissibility for very low frequencies and weighting (x—1) and/or [(x—d)
in the performance index J would be steps toward addressing these latter

limitations.
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Computational Aspects

A significant amount of algebra was required to solve the two—state problem
of this paper, and the labor involved increases dramatically with each additional
state. However, such symbolic manipulators as MACSYMA may be used to ease
the workload if a symbolic solution is desired. Further, well-known numerical
methods exist (i.e., Potter's method [7] or Laub's method [8]) for solving the
solution to the homogeneous system. These can readily provide the feedback gains
in numerical form, even for problems with many states. It might be anticipated.
then, that a numerical method also exists for finding the desire | feed—forward gains.

Such is the case, as will be shown in a later paper.



6. CONCLUSIONS

This paper has applied an existing method for obtaining an optimal control
to the microgravity platform isolation problem, for which the disturbances to be
rejected are low—frequency accelerations. The system was assumed to be
representable in the form x = A x + b u + f with quadratic cost function

J= 4

&

-00
J (._‘gT ng + w‘suQ)dL and diagonal weighting matrix Wl' The resultant
0 :

control law was found to be simple, stable, robust, and physically realizable.
Further it was shown to have excellent acceleration— and displacement—attenuation
characteristics, and to be frequency—weighted toward the low end of the acceleration
spectrim.

The method is extendable to the case for which only relative positions and
velocities, and absolute accelerations, are available; and can be applied =0 s to
weight relative displacements in the performance index.

The approach as presented is  algebraically intensive, but  symbolic
manipulators can be used to ease the algebraic .abors. Further. since the method
produces feedback gains identical to those obtained by the LQR approach to
optimality. numerical computation of those gains is casily accomplished. even for
large svstems.  The feed—forward gains can be found numerically with comparable

[SHIOR
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Table 1. Optimal F/F and F/B Gains for Selected Srate
Variable and Control Weightings.

System Parameters:

100 lbhm k = 0.3 1bf/ft
0.000622 1bf-sec/ft (¢ = 0.17%)
o = 10 Ihf/amp

-~ 2
inou
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Figure 2. Block Diagram
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Table 2. Closed loop transfer functions for system with design
parameter values of k = 0.3, ¢ = 0.000622, and m = 100: but
with actual parameter values as shown. G1, G3. G5. and G7
include both LQR F/B and proportional F/F: G2, G4. G6. and (3
include LQR F/B alone. Weighting parameters used were
Wig T 253, b = 10, Wq = 1 (see Table I).

System Parameters Closed Loop Transfer Function ;
2V
k (lbfy o (dbfosee) g s 3(s)
I R $7D(s) i
1
03 0000622 100 CL(s) = 0.00006225 « 0.0001 |
(¢=0.1%) 0.3105687+4.4675=-16.062 4
0.3 0000622 L00 62(s) 0.00036225 +.0.0300
0.310568"+4.46755+10. 061
0.45  0.000622 100 63(s) 000006225 + 0011
0.31056s8°+4.4675:+16.077 1
0.45  0.000622 100 G1(s) 0.00006225 + U.0450 _
0.3105657+4.467553+16.077 1
0.310365+4.46805+16.0621
03 0.00622 100 66(s) 0.0006225 + 0.0300
0.310565°+4.4605+16.0621
05 0.00622 %0 CT(s) 0.0006225 + 0.0131
B i . - y ¥ o D) T
0.27930s7+4. 40305+ 166771
045 000622 90 (3(s) 0.0006225 + 1,050
P 3 . - 1 D) .
0.27950s7 4. 1630s+10. 07
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DISTURBANCE LEVELS \

Relative Gravity Fr n Hz Source
1E-7 0 to 1E-3 Aerodynamic Drag
1E-8 0 to 1E-3 Light Pressure
1E-7 0 to 1E-3 Gravity Gradient

Quasi-Steady or "DC” Accelerations

Relative Gravi Fr ency (H Source
2E-2 9 Thruster Fire
(orbital)
2E-3 5 to 20 Crew Motion
2E-4 17 Ku Band Antenna

Periodic Accelerations

Non-Periodic Accelerations

Relative Gravity Frequen H Source
1E-4 1 Thruster Fire
(Attitudinal)
1E-4 1 Crew Push-0Off
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experimental platform contained
on (inside) the space station,

“ninimize’: reduce to ~ IO“6 ;/
[] 4 3‘
¥ possible

“©low 'Freclucncy“: o.001 to 20 Hz
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Magnetic
Support Experiment Magnetic

Lorentz
Actuator Mass Support

Shaker

Concrete Base

Control Law Validation Apparatus
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X X X X_X X X X X X _X X X
TQ TQ
X X X X K X X X X X X X X
l --— F l — F
X X X f K X X X X f KX X
~—— L_/
x X X X X X X X X X X X X
The Lorentz Equation: F=il XB
F = Force © '] = length of wire i = current
% Represents the tail feathers of a magnetic field B vector into the page
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Lorentz Actuator
Design

Section A-A
Large

p . Air Gap
A
Copper
Coil | f\ Magnet

] W/‘ Iron
————— '/
| I ! Rod Connecting

4 to Expeniment
N § A
WER
AR
ol il Sleove N \S Yy /
Connecting Pid?;:;m Al':ugc'p Mf'rf;:d lnsll’jllaalgng
_"—\ Platc
Shaker Cross-sectional View of Actuator
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Plate
k
¢
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i }
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5> d(t) > x(t)
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Ob_jec'l‘ive:

Find the “best” i (4),

to minimize x(t).
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Eﬂua tion of Motion:

X (t) = :,‘,f,—[x('t)-cl('t)]
& [aw-d)-2i
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o
X=Ax +bu + £
where a_<_={"'

X2

A=L§

b={°
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Problem Statement:

Determine the control u()

which minimizes the per'forma.-me
ndey — - mmm e —————— = -

|
| =7 { (!TW,’.‘. "'ETW#)eIt

for' the system

x=Ax+3u +§£

Su
x (o) = %,

— e et e e e e e T — — —

|
|

|

l

x

l

|

|

jeet to the conditions :
l

|

|

|

l

|

x

lim x(t)= 0

¢ —» oo

lim £(8)= o
| ¢ —» 00
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fSolu*ion Method (Differential \
Equations Approac.h):

I Augment the performance index J
with the state e.cLua'\':ions usins
Lasranae mul{';pliers.

2. Take the l“ variation Sj- of the

ausmen't'e_d performance index J and

set it eq_ual to zero:

§7J = {[‘3‘3‘55 +-'g—‘f‘89_ +'{?‘_" Sg]dt-o
where H= 1 ("W,x + u™Wyu) + ) (5-Ax-Bu-f)

3. In'teara‘te. the third term of the in'{-e.grand
by parts, com bine terms, and set coefficients
of the arbitrary variations §x and §u

e-q_uell to zero. .
Result: A:W‘E-Az‘_
u= W' 872 |
4 Substitute for u in the state equations,
to yield

R
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r The selution (i.e, the ap'timal control u =g_4ﬂ

is now u*= W;'BT) where 2 is found by

solving the system
F
U
Q

RAR]

subject to
% (0) = X,

lim x(t)=¢
L e
lim £(¥)= 0
t-»oo

Find the solution of the homogeneous system,

17 IX

S.
i.eof 2‘- = A BW;BT X
) W, =AT A
. Use the variation of parame'te.rs methed
to find the 3¢.n¢.rd| solution of the
nenhomogeneous system, e, of
X A BW;'BT](x £
. )= +
A W, -A 2 o
1. Apply the terminal conditions on _)5(1‘), to

conclude that n of the 2n arbitrary
constants in the ge.ne.ra| solutien are
e_q_ua( to zero,
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f 3. Solve Ffor AR) in terms of x (t) iIn a manncm

such that the remainfns n ar'bl"trary
constants are eliminated.

9. Use the equation
g*"' w;'BT_A_
to find u® in terms of x.

Result:
u™(t) = (Wa.‘ B"X,, xu-') X
+ (W;. BTX::H) Nt [Nt X::)f(t) dt

where A O is the Jordan
0 -A

Canenical Form of the Hamilton
matrix [ A 3w3-'3"' :
W, -AT
where A contains only the negative
eigenvalues of +the Hami ltenian

ma'trix) correspondihP te the
eisenvalues of the closed-leeop

sysfem (assum;ng {A, B}confrollable)
where X= Xu Xu is the cisenvec‘t‘or
X Xaa
matrix which leads to the

\ above J.C.F /
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/ where X-'= {X':.n X":) }) \

(=1) ¢-1)
x‘l.l X 22

and where in'teﬁra'h'on of the indefinite
integral requires constants
of ;n'tegraf;on that are all
fden‘t‘ic.auy zZero,

(0. In'l'c.gratias re.pe.a'te.dly by parts and using
the facts that

-3, T -l)-'f -l - daT
XNK T X AKX = A= A-BW,BTP
where P=-x,,X,’;' [P is the solution to the

well- known A‘gebraic
Ricecatt Eq'ua't'ion],

develop cq'uivalen't forms for 9_""('('):

u*() = ~W;'BTP x + W8T XCle At [ X0 e dt
CSWBTPx - WBTXE S (e )“'x“"f“"

r=0

=-W'BTP x - W;'BT z( -T) Pf"’
rso
= -W"' B'P x - W"B X"T Zo(-/\ T)”' Tf

Note: A state transition matrix appr‘oach ynelds

u*(t) = --W'l B"Px - W"B X( At feMXmFmd'r

- /
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Solution:
u*(4) = -W;'B7P x + Wj' BTX;:’-'Q.'M' fett X:nf(-t) dt
= - W BTP x - Wi BT e N [N TX e di

c+l ( )}
) f(r)

- -WIBTPx - W BTXS 3 (A

= -W;'BPx - W;'B" 3 (-A"7) pf“’

r=0

S WIBTP x - WBTXTE (AT)TXT

r=0

r+l

Drepping higher order terms (for r>o0):
(-l)

OGe) = - W'BTP x + W) BTN AT X f
- WIBTP g+ Wy BTXTAT X"’PF

= -W'BTPx + W'BTXTATX P

= -W;'B7Px + WBTXT AT X, €

@ G*) = - W;'BTP x + W;'BTATPE

where AT = -P(PA"'W) —(A BW"B P)
a (X, A X)) = XA x""

These are several forms for the control law.

\ /
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“G*@®)=(W;'8"P) x(t)
+(W;'BE"P) £ (4
where A=A-BW,'B"P
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2 ~
Agglica'l‘ion to our
specific problem:
L{(#)= Cox(¥) + C, x(¢)
+ Cdod(ﬂ +Cd'a(‘(‘)

where Cp, C,, Cg_ ,and Cgq

are constant 9ains.
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s* D)

P‘anf

X(s)

s2X(s)

e o e —— — — — —— —— — )

Block Diasram

463




@ University of Virginia ROMAC

Table 1 Optimal F/F and F/B Gains for Selected State
Variable and Control Weightings.

System Parameters:

m = 100 lbm k = 0.3 Ibf/ft
c = 0.000622 1bf-sec/ft (( = 0.1%)
a = 10 1bf/amp
Weights F/B Gains F/F Gains
Ia | Y1 | %3 €y Cy ‘40 Cq1 Ca2 Cy3 Cit Cys
2 1] 13845 | 1.3637 || 0.0204 | -0.0006 | —0.0070 | -0.0067 | ~0.0049 | —.0032 |
10 211 3.1324 | 1.9863 | 0.0297 | -0.0001 | —0.0030 [ ~0.0019 [ -0.0009 | -0.0004
23 3|1 4.7659 | 2.4413 |[ 0.0298 | -0.0000 | -0.0020 | —0.0010 | —0.0004 | -0.0001
11 4|1 6.3732 | 2.8210 | 0.0299 | 0.0000 | -0.0015 [ —0.0007 | -0.0002 [ —0.0001
64 511 7.9701 | 3.1544 {| 0.0299 | 0.0000 | -0.0012 | -0.0005 | —0.0001 | -0.0000
92 611 9.5617 | 3.4552 || 0.0299 | 0.0000 | -0.0010 | -0.0004 | -0.0001 | -0.0000
12 701 101950 | 3.7354 1 0.0299 | 0.0000 | —0.0008 | —0.0003 | -0.00c1 | -0.0000
165 8|1 128153 | 39949 1| 0.0299 [ 0.0000 | -0.0007 | —0.0002 | —0.0001 | —0.0000
209 9 |1 FLA2en L2880 [ 000209 | 0.0000 | -0.0006 | —0.0002 | —0.0000 | —.0000
255 ] 10| 1 16,0320 | 44674 | 0.0299 | 0.0000 | -0.0006 | -0.0002 | —0.0000 | -0.0000
551 15 | 1 240740 [ 54729 || 0.0300 | 0.0001 | -0.0004 | -0.0001 | ~0.0000 & ~0.0000
st |20 | 1 32025 | 6.:8200 | 0.0300 | 0.0001 | -0.0003 | 0.0001 | -0.0000 | -0.0000
1617 |25 |1 A0 I8 | 70680 {| 0.0300 | 0.0001 | 0.0002 | 0.0000 | ~.0000 | -0 0000
2201 a0 |1 182207 | 7740 {0 0.0300 | 0.0001 | 20,0002 | -0.0000 | 0. 0000 | =0 0000
i35 {0 56,2816 | 8.3640 | 0.0300 | 0.0001 | -0.0002 | -0.0000 | —0.0000 | -0.0000
A |10 | GG | R.9420 1 0.0300 | 0.0001 | 00000 | ©0.0000 | <0.0050 | —0.0000
9325 | 60 | 1 96.5360 | 10.9526 [ 0.0300 | 0.0001 | 0.0001 | -0.0000 | -0.0000 | -0.0000
16581 | 80 | 1 128.7372 | 12.6475 || 0.0300 | 0.0001 | 0.0001 | 0.0000 | ~0.0000 | —0.0000
5900 | 100 | 1 160.9389 | 14,1907 |[ 0.0300 | 0.0001 | -0.0001 | -0.0000 | 0 0000 | <0.0000
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include LQR F/B alone.

Table 2. Closed loop transfer functions for system with design
parameter values of k = 0.3, ¢ = 0.000622, and m = 100; but
with actual parameter values as shown. G1, G3, G5, and G7
include both LQR F/B and proportional F/F: G2, G4, 66, and GB

Weignting parameters used were

Wig T 258, Wip = 10, Wg = 1 (see Table 1).

\

System Parameters Closed Loop Transfer Function
Lbf Ibf-sec S(E |
kg (g ) mUm S2D(s) ;
0.3 0.000622 100 61(s) = — 00006225 » D.000L
(C=0.17) 0.310565° +4.46755+16.0021
0.3 0.000622 100 G2(s) = — 00006225 + 0.0300__ -
0.3105657+4.46755+16.0624 |
0.45  0.000622 100 63(s) = —2:0000622s + 0.0151
0.31056s5°+4.46755+16.0774
0.45  0.000622 100 Ga(s) = —0:0000620s + 0,010
0.3105657+4.46753+16.07 74
0.3 0.00622 100 G5(s) = —000623s + D.OWL__ .
0.3103657+4 . 46805+ 16. 0624
03 000622 100 Gols) - 0006235 © 00300
0.310565%+1.46305+16.0621 |
0.45  ).00622 90 67(s) = 000622 + 0.0DL
0.2795052+4. 46305+16.077 1
|
0.45  1.00622 90 (3(s) = — 0006225 » D00
0.279505" -4, 46%05+16.077 ¥

/
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Conclusions:

\

. An oP'l'imal control has been determined

for the ncnhomosencous LQR Problem.

2. An aPProxfma'tion to this opfimal con<trol
has been found which uses constant
feedback and feedforward sa;ns.

A,

b.

. The op‘t‘;mal contrel has the 'Fo”own‘ns

adva ntages:

The 3afns can be eas”y determined.

The control 1s very robust (GO"pkase
marsin) infinite positive gc;n margin,
6 dB negqf;ve Sq;n mqrsin).

The control is afplicaue to a wide
range of problems.

The control offers substantial .
merovemen't‘ in disturbance rejection
over that afforded by LQR feedback
alene.

The control can be easily implemented.

/
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Abstract

Numerical calculations and experimental measurements of forces from an actuator
of the type used in active magnetic journal bearings are presented. The calculations are
based on solution of the scalar magnetic potential field in and near the gap regions. The
predicted forces from a single magnet with steady current are compared with experimental
measurements in the same geometry. The measured forces are smaller than calculated ones
in the principal direction but are larger than calculated in the normal direction. This
combination of results indicates that material and spatial effects other than saturation play

roles in determining the force available from an actuator.
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1. Introduction
Recently, there has been much interest in the use of active magnetic bearings to replace
or augment traditional bearings in turbomachinery. Magnetic bearings offer a number of

potential advantages, including low power loss, suitability for harsh environments, and the
ability to change the bearing characteristics to minimize vibration.

This paper presents data on calculation and measurement of forces from a magnetic
actuator similar to those that are used in magnetic journal bearings. The data are for open-
loop, steady conditions only and are part of the development of models for active bearings.

Much research has recently been devoted to magnetic bearings. No extensive literature
survey is attempted in this paper, but from a sampling of the published papers on the topic
[1-9], and the proceedings of the two international symposia on magnetic bearings [10,11],
it is clear that the concentration is on control aspects. Although the development of robust
control strategies is important in optimizing magnetic bearing characteristics, particularly
stability characteristics, it is also necessary to understand the forces arising from actuators
in order to optimize fully a magnetic bearing system. This is expected to become
increasingly important when the requirements for peak force and for force to weight ratio
are stringent, which may be expected in aerospace applications. Better understanding of
the characteristics of the journal bearing actuator is necessary in order to take advantage of
all available parameters, including gap size, shape and material selection in a system

optimization. This paper presents preliminary results of work toward this goal.

2. Theory
A computer program has been written that calculates the force exerted on the journal

by a magnet having a steady current in its coils. The force is found by calculating the
energy stored in the air gaps between the magnet and the journal, then performing a
numerical perturbation to obtain a central difference of the energy change per unit position
change. This gives the force in the direction of the perturbation. The force for a magnet at
an arbitrary location can be calculated.

The algorithm includes the following assumptions:

i. The permeability of the metal is infinite compared to that of the gaps, which is
assumed equal to that of free space. This implies that all the energy is stored in
the gaps.

ii. All magnetic flux closes the path through both metal parts. Expansion or
fringing of the field near the gaps is allowed, however.
iii. The coil current, therefore the MMF, is constant over a perturbation.
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In an isotropic domain not containing currents, where time variations are only of
low frequency, the magnetic field can be represented as the gradient of a scalar field (x,y).

The energy contained in the domain is
o =J BeBaV (1)
A

where the flux density B is given by

B= -V (2)
and the potential ¢ satisfies the governing equation

vip=0 (3)

with the boundary conditions

od

— = () on free boundaries

on 4 4)
and, because of assumption (i) above

¢ = ®1 on pole face 1

¢ = ®2 on pole face 2 (5)

¢ = 0 on journal surface,

as shown in Figure 1.
Initially the boundary values of ¢ on the pole faces, @] and @2 , are not known,

but must be determined in relation to the datum of $=0 on the journal surface. The problem

is made tractable by the fact that the goveming equation is a Jinear one, so that the values of
¢ internally are determined within a multiplicative constant even for an arbitrary choice of

boundary condition values. The fact that the flux must be the same through the two gaps

allows the ratjo

K= (6)

to be determined. Then the fact that the difference between the two potentials is the

magnetomotive force,
Gq-Ps=( (7

allows determination of the actual surface potentials.



¢=0

¢ scalar potential field
& boundary value of s:alar potcntial

Figure 1. Boundary conditions for solution of magnetic scalar potential.
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2.1. Computer Program
The algorithm above is embodied in a FORTRAN computer program, GAPFOR]1,

which uses the finite element method for calculating the magnetic potential in two
dimensions. For a given journal position the program calculates the gap heightas a
function of angular location and generates a finite element mesh for each gap. Flux
fringing is allowed by extending the finite element domain beyond the edges of each pole
face. Then the joumal position is perturbed four times, first with positive dx and negative
dx, then with positive dy and negative dy. At each step the mesh is regenerated and the
energies are recalculated. The central difference analog to the derivative of energy is then
computed, which is equal to the force in the perturbation direction.

To achieve rapid computational speed and efficiency, a dedicated finite element
program was written for this application. It includes a grid generation routine as well as a

banded gauss elimination solver for the assembled equations.

Forces from one magnet of a bearing
The computer program has been used to predict the forces from one magnet acting on

the journal at various positions of the journal within the clearance space. The geometry
corresponds to that of the experimental apparatus described in Section 3. Half of the entire
clearance space is mapped, since all positions of the journal with respect to a single magnet
can be represented in terms of positions in this half plane. Figures 2 and 3 show a map of
force versus x,y position. The magnet is the upper vertical magnet, and a steady current of
1 ampere through the coils is used. The dimensions and other parameters are the same as
those of the experimental apparatus described below. The figure indicates that the force in
the y-direction (the principal force) varies between 6 and 180 N as the journal is moved
along the y axis between -0.7 < y/c <0.7. When the journal is also given an x-direction
eccentricity, the y-force increases somewhat.

Except at x=0, there is also an x, or normal, component to the force, as shown in
Figure 3. This normal force increases rapidy as x is made larger. At x/c =0.7 it is 12% of

the principal force.

3. Experiment

3.1 Design of Apparatus
The apparatus for force measurement is shown in an exploded view in Figure 4. Each

magnet is independent and is wound with 400 turns capable of carrying current of 2.0 A in
the steady state. In the steady force measurement mode, the rotor is held stationary by
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Figure 2. Attractive force from one magnet in principal direction.
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Figure 3. Attractive force from one magnet in normal direction.
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Figure 4. Assembly drawing of force measurement apparatus.
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pressure from six micrometer heads (three on each end) that are in turn held by cantilever
arms instrumented with strain guage bridges. Thus all mechanical force on the rotor passes
through the micrometer pushers and the strain guage arm transducers To minimize any
tangential force on the pusher ends Teflon ball sockets with steel spheres were used
between the pusher micrometers and the support disks. A full assessment of the
uncertainty due to friction has not been completed.

3.2 Results of Measurements
Forces were measured at several locations and for several values of steady current.

The figures referred to below display dimensional data as measured, with forces in
Newtons plotted against y/c, the eccentricity ratio in the vertical direction. All of the forces
presented are from the lower vertical magnet, so the vertical forces are in the negative y-
direction. The eccentricites in the x-direction are all positive. Three traverses of the y-
direction were made, at x/c positions of approximately 0.0, 0.24, and 0.45. Assessments
of the errors in measurement are not complete; however, it is expected that the error in
position measurement is no greater than plus or minus 0.05 in y/c and x/c, and that the
error in force measurement is no greater that plus or minus 5 N. Errors in current level
control are within 0.1 A. A larger series of measurements that were made before the
addition of the ball/socket contacts was eventually discarded because the measurement error
due to friction appeared to be significant.

The data support some of the anticipated relationships among the position, current and
force variables but appear to disagree with other aspects of the present theory. Figure 5
shows the vertical force as a function of y/c for several values of currenit. The force tends
to increase roughly as the inverse square of the gap. The magnitudes of the forces,
however, are considerably lower than those predicted either by the linear finite element
theory or by the traditional theory based on assumption of uniform gaps, and the ratio
between measured and predicted forces is not constant. Figure 6 is a comparison of the
measured forces with those predicted by the finite element calculation. The results indicate
that at large gap and/or small current the ratio between the measured an { predicted forces is
about 1.5, but at smaller gaps and/or higher currents this ratio increases, eventually
exceeding 2.0 for all the three values of current that are plotted.

Several mechanisms may be operating to cause these discrepancies, including flux
leakage, non-uniform permeability of the materials and magnetic saturation. Some part of
the disagreement is likely the result of measurement errors, but the differences appear to be
significant even after allowing for reasonable experimental error. These disagreements

reinforce the need for additional work, already planned, on force calculation.
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Figure 5. Vertical force from lower vertical magnet at different values of current.
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The linear finite element theory predicts the existence of forces from a magnet that are
normal to its axis of symmetry when the rotor is displaced from this symmetry axis, but the
forces that are measured are considerably stronger than those predicted by calculation.
Figure 7 shows the x component of force when the rotor is placed as closely as possible on
the y-axis. The normal force appears to be somewhat stronger at higher current levels but
all these forces are small, on the order of 5 % or less of the principal force, so it is difficult
to attribute much significance to this ratio in view of the experimental uncertainty. At
higher values of x/c, however, the normal force becomes much more significant. Figures 8
through 11 show the vertical and horizontal components of force when the x/c value is 0.24
or 0.45, and Figure 12 shows the value of the x force as a function of position for several
values of x/c while the current is held constant at 1.0 A. In general it appears that the
normal force increases significantly with increasing x/c, and at x/c = 0.24 and 0.45 the
horizontal force is about 10 % of the principal force. Theory predicts a ratio of about 2 %
to 4 %.

Figure 13 indicates that within measurement uncertainty there are not significant
differences in the y-components of force at the three different values of x/c. This is in
general agreement with the theoretical predictions, which show some increase in the y-

component of force as the x-eccentricity is increased.
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Figure 7. Horizontal force from lower vertical magnet at different values of current.
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Figure 8. Vertical force from lower vertical magnet when x/c = 0.24.
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4. Conclusion

Numerical calculations and experimental measurements of forces in a magnetic journal
bearing actuator are presented. ’

In summary, the general trends of the measured principal forces agree with the
predictions of the theory while the magnitudes of forces are somewhat smaller than those
predicted. The measured forces in the normal direction appear to be significantly larger
than those predicted by theory when the rotor has an x eccentricity. The accuracy of the
measured results has not been firmly established, and these conclusions should be
reexamined as later measurements are made. It appears, however, that these effects will be
significant even aftcr considering experimental uncertainty, and both of these phenomena
warrant further study. ;

Additional work is planned that will include force calculations considering the finite
permeability of metals, and further force measurements using other materials. A new
apparatus is being constructed that will allow more precise position control and force

measurement.
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Abstract

A 12-state lumped-element model is presented for a flexible rotor supported by two
attractive force electromagnetic journal bearings. The rotor is modelled as a rigid disk with
radial mass unbalance mounted on a flexible, massless shaft with internal damping (Jeffcott
rotor). The disk is offset axially from the midspan of the shaft. Bearing dynamics in each
radial direction are modelled as a parallel combination of a negative (unstable) spring and a
linear current-to-force actuator. The model includes translation and rotation of the rigid
mass and the first and second bending models of the flexible shaft, and is unique in that it
simultaneously includes internal shaft damping, gyroscopic effects, and the unstable nature
of the attractive force magnetic bearings.

The model is used to analyze the dependence of the system transmission zeros and
open-loop poles on system parameters. The dominant open-loop poles occur in
stable/unstable pairs with bandwidth dependent on the ratios of bearing (unstable)
stiffnesses to rotor mass and damping dependent on the shaft spin rate. The zeros occur in
complex conjugate pairs with bandwidth dependent on the ratios of shaft stiffnesses to
rotor mass and damping dependent on the shaft spin rate. Some of the transmission zeros

are non-minimum phase when the spin rate exceeds the shaft critical speed.

The transmission zeros and open-loop poles impact the design of magnetic bearing
control systems. The minimum loop cross-over frequency of the closed-loop system is the
speed of the unstable open-loop poles. And for super-critical shaft spin rates, the presence
of non-minimum phase zeros limits the disturbance rejection achievable at frequencies near
or above the shaft critical speed. Since non-minimum phase transmission zeros can only be
changed by changing the system inputs and/or outputs, closed-loop performance will be
limited for super-critical spin rates unless additional force or torque actuators are added.

This paper reports work performed as part of the author's master's thesis

[McCallum 1988], which was completed in the winter of ‘87 and spring of '88. This work
was funded under Draper Lab L.R.&D.

PRECEDING PAGE BLANK NOT FILMED
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The application of modern, multi-input multi-output (MIMO) control system design
methodologies to the control of flexible rotors is the focus of current research. These
methodologies include: linear quadratic gaussian (LQG) control; LQG/LTR (Linear
Quadratic Gaussian/Loop Transfer Recovery); and H-infinity optimal control.

In many magnetic bearing applications, such as aircraft engines, the suspended
rotor spins at speeds exceeding the first and second critical speeds. The application of
modern design techniques to the control of these high speed rotors requires a linear system
model that is simple yet includes all dynamic effects that are important at high speeds.

When rotors spin above their critical speed(s), rotor flexible body modes can be
excited. When the rotor flexes, internal damping can serve as 4 mechanism of instability
[Crandall 1980, Johnson 1986]. Thus, the model used for control design should include
rotor flexibility (first and second bending modes) and the effects of internal shaft damping.
Angular dynamics are also important at high spin rates since gyroscopic coupling between
input axes can be large for high speed rotors. Gyroscopic effects are particularly important
for jet engines, where the rotor-bearing system can be subject to relatively large rotation
rates. Coupling between angular dynamics and translational dynamics can be significant,
and should be included in the model. Finally, the unstable nature of attractive-force

magnetic bearings should also be included.

This paper presents a model that simultaneously includes first and second mode
bending, gyroscopic effects, the effects of internal shaft damping, and the unstable nature
of attractive-force magnetic bearings. The model is used to determine system open-loop
poles and transmission zeros and their dependence on spin rate. The paper concludes with

a brief discussion of the implications for control system design.

The model presented here is intended to bridge the gap between models available in
the literature when the author's thesis research was performed and models used for detailed
rotor dynamic analysis. In practice, the model presented here should be augmented with
finite element or experimental analyses in a magnetic bearing control system development

effort.
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The remainder of this paper is composed of three sections and two appendices. A
description of the lumped-element model is presented first. A discussion of the open-loop
eigenvalues and transmission zeros, and their variation with shaft spin rate, is then
presented. The paper concludes with a brief discussion of the implications of the system

dynamics for control.

Linearized equations of motion for the model are presented in the appendix. A
complete derivation of these equations, and a more thorou gh analysis of the dynamics, can
be found in [McCallum 1988]. A bibliography also appears in an appendix.
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Parameters used in the modelling effort are from a testbed designed at Draper Labin
1987-1988. A testbed similar to the one shown above is now under construction.

The testbed consists of a flexible rotor supported at its ends by two attractive-force,
permanent magnet biased, electro-magnetic journal bearings. Inputs to the testbed are the
bearing currents in each axis. Measurements of the shaft-end positions are used for

control.

Although model parameters are from the Draper testbed, the model and results
presented here can be generalized to other actively-controlled rotors.

The model presented here considers only radial dynamics (radial translation and
rotation about shaft radii). Axial dynamics decouple from the radial dynamics to first

order.
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The rotor is modelled as a rigid flywheel with radial mass unbalance mounted on a
flexible, massless shaft with internal damping. In the model, the flywheel is allowed to
translate in radial directions and rotate about its radii. Each end of the shaft is modelled by
a rigid rod of appropriate length, with a parallel combination of a spring and a damper
acting between the rod end and the shaft wall in each of two perpendicular radial directions.
The shaft ends are allowed to move (independent of flywheel and of each other) in shaft
radial directions.

As desired, this rotor model includes gyroscopic effects, first and second mode
bending, the effects of static mass unbalance, and internal shaft damping. Note that, since
the rigid rods are not necessarily of equal length, the effects of coupling between angular

and translational dynamics are also included.

Assumptions used in modelling the rotor are -

o the rigid flywheel is dynamically balanced

« the shaft ends are axisymmetric, so that stiffness and damping are the same in all
radial directions

« shaft stress is linearly dependent on strain-rate (linear internal shaft damping)

» axial dynamics decouple from the radial dynamics

Dynamics of each bearing in each radial direction are modelled by a parallcl
combination of an unstable spring and a linear current to force actuator. Losses and high
frequency roll-off are ignored in the bearing model. Past magnetic bearing designs have
demonstrated input current to output force frequency responses that are flat to high
frequencies [Traxler 1984, Ulbrich 1984, Maslen, 1988]. This bearing model has
appeared often in the literature [ex. Downer 1986].

System inputs are the currents in coils for each axis of the two bearings. It is
assumed that (only) shaft end positions at the bearing are available. The measurements and
bearing forces are assumed to be in the same radial plane of the shaft - the effects of

noncollocation are not considered here.

"
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The figure above shows an end view of the model. Note that the shaft equivalent
springs and dampers rotate with the shaft. This model is sometimes called the Jeffcott rotor
in the literature [Johnson 1986]. Rotation of the dampers with the shaft is important for
modelling shaft whirl modes, since the equivalent damping of forward and backward whirl
modes is different for non-zero spin rates. In fact, the combination of shaft spin and

internal damping can add energy to the system for supercritical spin rates.
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Linearized equations of motion are derived in detail in [McCallum 1988}, and are
presented in the appendix of this paper. The model that results for this system has 12
states, and predicts dynamics that are a function of shaft spin rate.

The linearized equations of motion were used to analyze the dependence of system
eigenvalues (poles) and transmission zeros on system parameters (stiffness, damping, spin

rate). Only the dependence on spin rate is discussed in this paper.

The model predicts 12 eigenvalues. 4 pair of eigenvalues correspond to rigid body

motion of the suspended rotor.

The first 4 rigid body poles correspond to angular motion of the flywheel. These
poles occur in 2 stable/unstable pairs. Since the shaft is much stiffer then the bearings, the
speed of these poles is dependent on the ratio of the equivalent rotational stiffness of the
bearings to the radial moment of inertia of the flywheel. For zero spin rate, these poles lie
on the real axis. As spin rate increases, the imaginary component of these poles increases

due to gyroscopic coupling.

4 poles correspond to translational motion of the flywheel. These poles occur in 2
stable/unstable pairs, each pair corresponding to displacement of the flywheel in the
horizontal or vertical direction. The speed of these poles is dependent on the ratio of the
bearing (unstable) stiffness to the rotor mass. For zero spin rate, these poles lie on the real
axis. As the spin rate increases, the translational poles have a small imaginary component
due to coupling with the angular rotational mode. If the flywheel were in the shaft center,

the translational motion poles would be independent of spin rate.

As the flywheel moves away from the center, coupling between the angular and
translational open-loop modes increases. In these cases, all rigid body modes will be a

combination of angular and translational motion.
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The 4 remaining poles correspond to shaft-end bending. These poles occur in
pairs, each pair corresponding to bending of one shaft end. The speed of these poles is the
ratio of the equivalent shaft end stiffness to the shaft end damping. For zero spin rate,
these poles lie on the real axis. As spin rate increases, the shaft-end bending poles have an
imaginary component equal to the shaft spin rate. This is because the projection of the
shaft-end deflection in the lab frame changes as the shaft rotates.
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Transmission zeros occur when, for some initial condition, a natural motion of the

system exists for which the output vector is zero for a non-zero input vector.

For our model, the outputs are the shaft-end positions and the inputs are the bearing
currents. For a transmission zero to exist, the shaft-ends must be stationary. And if the
shaft ends are stationary, bearing current is directly proportional to bearing force. Thus,
for this model a transmission zero occurs if and only if there is a natural motion of the
system where the shaft-ends remain fixed for non-zero bearing forces.

These natural motions correspond to motions the rotor would have if mounted in
perfectly rigid bearings. Thus, the frequencies and (part of) the directions of transmission
zeros are the same as the eigenvalues and eigenvectors of the rotor with both ends fixed.

The extensive literature on the dynamics of rotors in stiff bearings can be used to
predict transmission zeros. Any rotor that is unstable in stiff bearings will have non-

minimum phase transmission zeros.
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The model predicts 4 pair of transmission zeros. The first 2 pair correspond to
translational whirl (first-mode bending). 1 pair corresponds to forward translational whirl.
1 pair corresponds to backward translational whirl. Forward whirl is defined as a circular
rotor motion in the same direction as the rotor spin. Backward whirl is defined as circular
rotor motion in the direction opposite the rotor spin. Forward and backward translational

whirl are illustrated in above.

The second 2 pair of transmission zeros correspond to rotational whirl (second-
mode bending). Again, 1 pair corresponds to forward whirl, the other pair correspond to
backward whirl. For the rotational whirl case, forward whirl corresponds to motions
where the ends of the equivalent rigid rods move in circles in the same direction as the shaft

spin. Backward whirl is the opposite motion.
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The above figure shows the transmission zeros as a function of spin rate.

The translational motion transmission zeros have a frequency equal to the first
critical speed. The frequency of these zeros is only a weak function of rotational speed.
However, the damping of these zeros is a strong function of spin rate. Damping of the
backward whirl zeros increases with spin rate, while the damping of the forward whirl
zeros decreases with spin rate. The forward translational whirl zeros become non-
minimum phase for all spin rates exceeding the first critical speed (the translational

resonance frequency).

At zero speed, the rotational motion transmission zeros has a frequency equal to the
second critical speed. The frequency of these zeros is a strong function of spin rate, with
forward whirl zeros asymptotically approaching the gyroscopic whirl frequency. The
damping of the forward whirl zeros is a decreasing function of rotational speed - for spin
rates exceeding the second critical speed, the forward whirl zeros are non-minimum phase.
The damping of the backward rotational whirl zeros increases with spin rate, with the

frequency of these zeros asymptotically approaching zero.
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The open-loop system dynamics impact the design and achievable performance of

magnetic bearing control systems.

The minimum loop cross-over frequency of the closed-loop system is the speed of
the unstable open-loop poles associated with rigid body motion. This result has appeared
in the literature [Groom 1979, Downer 1986].

For spin rates at or above the rotors critical speed, the transmission zeros become
non-minimum phase. As a result, the achievable disturbance rejection of the closed-loop
system is limited at frequencies near or above the shaft critical speeds (the frequencies of
the zeros). In addition, when the transmission zeros become non-minimum phase, each
complex conjugate pair contributes 180 deg. of phase lag rather than phase lead. This
transition explains stability problems encountered when spinning a magnetically suspended
rotor through its critical speeds (as for systems with notch filters).

Non-minimum phase zeros cannot be changed through active control. Canceling
right-half plane zeros with compensator poles results in a system that it is internally
unstable. Zeros can only be changed by changing the system inputs or ouputs, ie. by
adding additional actuators or sensors. The limitations imposed by non-minimum phase

zeros are physical limitations that cannot be overcome through feedback.
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Appendix A - Equations of Motion

This appendix presents linearized equations of motion for a magnetic bearing -
suspended rotor system. Included are a summary of the assumptions used in deriving the
equations, descriptions of reference frames, and a list of symbols. A detailed derivation of
the equations of motion can be found in [McCallum 1988].

A.l Summary of assumptions

The magnetically-suspended rotor is modelled as a rigid flywheel with radial mass
unbalance mounted on a flexible, massless shaft with internal dampiig. In the model, the
flywheel is allowed to translate in radial directions and rotate about its radii. The shaft ends
are allowed to move (independent of the flywheel and of each other) in radial directions.
The mass is not assumed to be at the midspan of the shaft, so that the forces at the shaft
ends are not equal. The rotor model includes: gyroscopic effects; the first and second
bending modes; the effects of internal shaft damping; and differences in bearing loads. The
rotor model excludes the effects of axial torque and axial translation. Further, the shaft is
assumed to be axially symmetric so that the shaft stiffness and damping are the same in all
radial directions. Also, the rotor is assumed to be configured such that the spin axis is
aligned with the axial principal axis of the rotor (i.e., the rotor is dynarmically balanced) and
the radial moment of inertia is the same in all directions.

The magnetic bearings are modelled as a parallel combinatior. of an unstable spring
and a linear current-force actuator in each direction, i.e.,

Fyi = Kyi Yi + Ki 8iy, (A.1.1)
Bearing losses and high frequency dynamics are ignored.

It is assumed that (only) measurements of the shaft end positions are available.
Sensor dynamics are excluded. In addition, it is assumed that the bearing forces and the
sensor measurements are at the same points on the shaft - non-colocation effects are
ignored. Justifications for the assumptions listed here can be found in [McCallum 1988].

I'This model appears often in the literature.



A.2 Reference frames

The system state is described by the position and velocity of the flywheel's
geometric center, the positions of the shaft ends, and rotations of the flywheel about its
radii. Positions and velocities are described in the cartesian reference frame XYZ shown in
Figure A.1. This frame is fixed to "ground" with its origin at the force-free equilibrium
position of the flywheel's geometric center. The X-axis is horizontal and coincident with
the centerline of the shaft when the system is in force-free equilibrium. The Y-axis of the
frame is vertical. The Z-axis is horizontal and coincident with a radius of the flywheel at
equilbrium. Figure A.1 also shows the frames xyz and 123, which are used in [McCallum
1988] to derive the equations of motion. The rotational motions of the flywhcel are
described in terms of the gyroscopic coordinates illustrated in Figures A.2 and A.3.

Figure A.1 - Reference frames
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Figure A.3 - Gyroscopic coordinates

A3 Equations of Motion

The system states (x) are chosen as the flywheel translational and rotational

positions and velocities and the positions of the shaft ends

. : . . T
x=|Y Y, Z Z § & &2 82 Y1Z) Y27 (A3.1)



System inputs are the changes in bearing coil currents from their equilibrium values
u=[iy; iz vz iz2]T (A.3.2)
System outputs are the positions of the shaft ends
y=[Y1Z Y2 2,1 (A.3.3)

Linearized equations of motion for the rotor-bearing system can be written in state-space

form as:
*'—'—'A((D)X*’Bu"’d (A34)
y=Cx+Du+n (A.3.5)
where
0
u & Sin (a)t+90)+um2C0s(ml+eo)-g+%
0
-u & Cos (@t + 8o) + u ©? Sin(mt+eo)+dﬁ£
d=

0
&
Ir
0
L]
Ir
v,
bl
dz
bl
dy,
b2
dZ;
b2

L 2 B (A.3.6)
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Note that, in this representation, radial mass unbalance is modelled as an input force
disturbance. The effects of dynamic balance could be included similarly. The effects of
measurement center offset could be added to this model as additive measurement noise.

A.4 List of Symbols
b; = equivalent damping of shaftend i
d2 = vector of input disturbances
df; = torque disturbance acting on the rotor in the &;-direction
d&, =torque disturbance acting on the rotor in the E,-direction
dY; = force disturbance acting on shaft end i in the Y-direction
dYr = force disturbance acting on the rotor in the Y-direction
dZ; = force disturbance acting on shaft end i in the Z-direction
dZr = force disturbance acting on the rotor in the Z-direction
Ia = axial moment of inertia
Ir = radial moment of inertia
iyi = current in the Y-coil(s) at shaft end i
iz = current in the Z-coil(s) at shaft end i
ki = equivalent stiffness of shaftend i
Kyi = equivalent (unstable) stiffness of bearing at shaft end i in the Y-direction
Kzi = equivalent (unstable) stiffness of bearing at shaft end i in the Z-direction
li = equivalent length of shaftend i
M = rOtOr mass
n = $ensor noise
u = control inputs
u = radial mass unbalance distance
® = shaft spin rate

2Bold denotes a veclor.
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X = state vector

€ = gyroscopic coordinate, approximately equal to rotation about the +Y -axis
& = gyroscopic coordinate, approximately equal to rotation about the +Z-axis
y = system outputs

Y; = displacement of shaft end i in the Y-direction

Y, = displacement of the rigid rotor in the Y-direction

Z; = displacement of shaft end i in the Z-direction

Z = rotor displacement in the Z-direction

t = time

09 = orientation of the radial unbalance vector with respect to the +1 axis

6, ¢, y = Euler angles describing rotor orientation
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ABSTRACT

The prediction of critical speeds and forced response of
active magnetic bearing turbomachinery is of great interest due
to the increased use of this new and promising technology.
Calculating the system undamped critical speeds and forced
response is important to all those who are involved in the design
of the active magnetic bearing system. This paper is the first
part of a two part paper which presents the theory and results of
an investigation into the influence of sensor location on the
undamped critical speeds and forced response of the rotor and
bearing system.

Part I of this paper concentrates on an extended Jeffcott
model which was used as an approximate solution to a more
accurate transfer matrix procedure. Theory behind a
two-degree-of-freedom extended Jeffcott model will be presented.
Results of the natural frequency calculation will be shown
followed by the results of the forced response calculation. The
system response was predicted for two types of forcing. A
constant magnitude excitation with a wide frequency variation was
applied at the bearings as one forcing function. The normal
unbalance force at midspan was the second source of excitation.
The results of this extended Jeffcott solution gives useful
design guidance for the influence of the first and third modes of
a symmetric rotor system.

NOMENCLATURE

.\ shaft relative motion max amplitude for 1st mode (cm)
a mass eccentricity of imbalance (cm)

B shaft relative motion max amplitude for 3rd mode (cm)
C ratio of bearing damping to shaft damping (dim)

C, damping of AMB (N-s/cm)



r

rs

damping of flexible shaft (N-s/cm)

constant magnitude force applied to

square root of -1, complex variable

ratio of bearing stiffness to shaft

stiffness of AMB (N/cm)

stiffness of flexible shaft (N/cm)

row 1,
row 1,
row 2,

row 2,

column 1 of stiffness
column 2 of stiffness
column 1 of stiffness

column 2 of stiffness

bearing span (cm)

matrix
matrix
matrix

matrix

journal mass (N)

(dim)

stiffness (dim)

in
in
in

in

ratio of bearing journal mass to rotor

equivalent bearing journal mass (kg)

equivalent rotor midspan mass (kg)

shaft
shaft
shaft
shaft
shaft
axial

axial

absolute displacement (cm)

Jeffcott solution
Jeffcott solution
Jeffcott solution

Jeffcott solution

midspan mass (dim)

maximum displacement in the X-direction (cm)

deflection at bearing journal location (cm)

deflection at midspan mass (Cm)

deflection at AMB sensor location (cm)

distance along rotor (cm)

distance to AMB sensor (cm)

sensor relative position to midspan (dim)

normalized shaft motion at sensor location (dim)

angular velocity of shaft (rad/s)

natural frequency normalized to rigid bearing
critical speed (dim)
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INTRODUCTION

The evaluation of critical speeds and forced response for
turbomachinery with fluid-film and antifriction bearings is now
standard design practice for many manufacturers. The standard
transfer matrix solution technique (Myklestad, 1944; Prohl, 1945)
is the current industry standard for evaluation of rotor response
and undamped critical speeds. More recently interest in improved
forced response and stability of high pressure compressors and
pumps have forced designers to consider active magnetic bearings
(AMBs) for either retrofit or new machinery application. The
initial application of magnetic bearings to centrifugal
compressor was evaluated using standard critical speed codes
without consideration for sensor location (Hustak et al., 1987;
Schoeneck and Hustak, 1987). The comparisons of predicted
response and critical speed placement to actual test and fie=ld
results (Hustak et al., 1987; Schoeneck and Hustak, 1987; Kirk
et al., 1988) have drawn attention to possible improvements in
the analytical representation of the magnetic bearings.

This paper is the first of a two part paper which presents
an evaluation of the effect of sensor location on the predicted
undamped critical speeds and forced response of turbomachinery.
This paper concentrates on the solution of a
two-degree-of-freedom model developed by extending the original
Jeffcott model to include bearing stiffness and damping, Jjournal
mass and accounting for non-colocation of bearing and sensor.
The second paper will discuss the evaluation of a modified
transfer matrix solution and will present results of a typical
rotor bearing system analysis.

The extended Jeffcott model will be considered to have
sensors either inboard or outboard of the bearing centerline.
The system response is calculated for two different types of
forcing functions. The first excitation force is the usual
unbalance located at the midspan mass. The second is a constant
magnitude excitation applied at the journal mass while the
excitation frequency is varied. The second type of rotor
excitation is available in an actual active magnetic bearinjy and
rotor system.

PRINCIPLE OF ACTIVE MAGNETIC BEARING OPERATION

The AMB is composed of two major mechanical parts, the rotor
and the stator. Both are made of ferromagnetic laminations. The
rotor laminations are placed on the machine shaft at the selected
journal location. The stator laminations are slotted and include
windings to provide the magnetic levitation and position control.
For each degree of freedom, two electromagnets are required since
they operate by attraction only. Figure 1 shows the stator



lamination construction of a radial bearing and sensor with the
rotor lamination sleeve in the background.

Rotor position is monitored by sensors and this signal is
compared to a nominal reference signal with a closed loop
controller which supplies a command signal to the power
amplifiers. These amplifiers provide power to the electromagnets
to resist rotor movement from the nominal position. The design
of the control loop gives the option to select the effective
bearing stiffness and damping. The details of this design
procedure are not the subject of this paper but the values of
stiffness and damping must be carefully selected to give the

rotor system the desired optimum dynamlc response and stability.

Before power is applied to the bearings, the rotor is
supported on two auxiliary ball bearings located in close
proximity to the AMB. The clearance between the rotor and the
inner race of the ball bearing is selected to prevent rotor
contact with the AMB pole pieces or the internal seals of the
compressor while the rotor is at rest or during an emergency
shutdown. When power is applied to the electronic controls, the
electromagnets levitate the rotor in the magnetic field and
rotation by the driving source, such as a motor or turbine, can
be started. The sensors and control system regulate the strength
and direction of the magnetic fields to maintain exact rotor
position by continually adjusting to the changing forces on the
rotor. Should both the main and redundant features of the AMB
fail simultaneously, the auxiliary bearing and rotor system are
designed to permit safe deceleration.

When the turbomachine is running the rotor shaft may take a
dynamic mode shape such that the displacement at the sensor
location may not be the same as the magnetic bearing centerline
displacement. The command signal is taken from the sensor
location but the actuator applies the force through the coil such
that the average force acts at the bearing centerline. This
variation in command signal and actuator location is unique to
the active magnetic bearings and may be used to the advantage of
the designer to help place critical speeds. The performance of
the AMB supported machinery may be more accurately predicted if
proper account is taken for sensor location. This requires a
modified, iterative solution strategy for current standard
state-of-the-art computer codes for critical speeds, forced
response, and stability. To initially evaluate the influence of
the sensor placement, a modified extended Jeffcott rotor model
will be developed with an assumed deformation to study the
sensitivity of rotor bending modes and response to sensor
location.
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AMB EXTENDED JEFFCOTT MODEL

The original rotor model developed by H. H. Jeffcott consists
of a single mass on a flexible shaft supported by rigid bearings.
Kirk and Gunter (1972) modified this model to study the effect of
support flexibility and damping on the synchronous response of
the single mass flexible rotor. This paper extends the original
Jeffcott model by assuming the existence of AMB supports. The
extended model adds journal mass, bearing stiffness and damping
at bearing locations, and assumes rigid bearing pedestals. The
AMB extended Jeffcott model is shown in Figure 2.

To develop the extended Jeffcott model the disk mass plus the
two center quarters of the shaft mass are lumped at midspan, M,.
The journal and shaft end quarter masses are lumped at bearing
locations and modeled as M;/2. The model is assumed to be
symmetric; therefore, it can be simplified to a
two-degree-of~freedom (2DOF) system as shown in Figure 3. An
unbalance force is shown at M,, and a constant magnitude
excitation force is shown acting on M;.

The equations of motion (EOM) for the 2DOF system are written
as follows:

M2r2 = Mzwzael“’t - C2(r2-r1) - Kz(rz—rl) [1]

Myrq = F<¢>e1°l’t + Cy(rp-ry) + Ky(rp-ry) - Cirg - Kyrg [2]

In equations [1] and [2] the deflections at M and M, are defined
as rj and r, respectively. The deflection at the AMB sensor
location is defined as rg. It is indicated by the EOM that the
bearing forces are proportional to the sensor location

deflection - not the bearing location deflection, as would be the
case with conventional fluid-film or antifriction bearings.

The sensor location deflection is calculated after assuming
mode shapes of a half-period of a sine wave. These mode shapes,
modeling the first and third modes, are shown in Figure 4. Using
Figure 4, the equation for the sensor location deflection is
written as follows:

rg = rp + (rp - rp) sin(ne/2) [3]
where,
a = zg/(L/2). [4)

Equation [4] defines the value o as the ratio between the sensor
offset and the shaft half-span.



After substitution of equation [3], equations [1] and [2]
can be written in matrix form as follows:

M, 0][r;] ¢, 0] [ry K, 0][ry Feelvt
Lo+ O+ = _ (5]
0 Mz er 0} C2 r2 0 Kz r2 Mzwzaelwt

By assuming a solution of r = Reth, the matrix equation [5]
can be written in the following form:

Kyj1 Ki2| [R2 F¢
= [6)
Ky31 Kp3) |R2 Mpw?

where,

Kyp = ( Kp(1-8) + Ky - Mpw? ) + iw( Cy + C1(1-6))
K1, = ( Kif - K3 ) + iw( €18 - C3 )

Koy = -Kp - iwCy

K22 = ( K2 - M2w2 ) + iwC2

g = sin na/2.

INFLUENCE OF SENSOR LOCATION ON UNDAMPED NATURAL FREQUENCY

The influence of sensor location on the critical speeds of
the AMB rotor system is initially investigated by calculating the
natural frequencies of the extended Jeffcott Model. The sensor
location is varied inboard and outboard of the bearing centerline
by as much as 20% of half-span.

Eliminating damping terms, C; and C,, from equation (6]:; and
solving for the determinant of the resulting stiffness matrix,
results in the following equation for the natural frequencies:

Kl (M1+M2) Kl K2
wl - (1 - By— + ——— szz + = 0. (7]
My M) Mp My Mp

Equation [7] can be written in the following non-dimens onal
form:
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K K

02 - (1 - - (1 + K1 -8+ -=0 [8]
M M

where,

M = My/M,

K = Kq/K;

Q = w2/ (Ky/M5)

Results from Natural Frequency Analysis of AMB Extended Jeffcott
Model

To show how sensor location influences the first and third
natural frequencies of various geometries of the extended
Jeffcott model, the solution of equation [8] was graphed for
alpha values ranging from =-2.0 to 2.0. This exemplifies sensor
separations of 20% of half-span both inboard and outboard of the
bearing centerline. The results are shown for mass ratios, M, of
1.0 (Figure 5), and 0.25 (Figure 6). The stiffness ratio, K,
varies from 0.1 up to 10 in each analysis.

The results are similar for both mass ratios. The
sensitivity to non-colocation of bearing and sensor is increased
in two different situations. An increase in sensitivity occurs
as stiffness ratios increase. This is attributed to the fact
that when the bearing stiffness increases relative to the shaft
stiffness there is more bending energy in the rotor. This causes
a greater difference between bearing and sensor deflection at
higher stiffness ratios. The sensitivity also increases as
sensor-bearing separation increases. This also results in
greater differences between bearing and sensor deflections.

The direction in which the criticals move depends on whether
the sensor, at an inboard or outboard location, gives more or
less response than the normal bearing centerline. For the first
mode, the inboard sensors have a greater deflection than the
bearings; therefore, the critical increases due to higher bearing
forces. Outboard sensors detect less deflection than at the
bearing, thus decreasing bearing forces and lowering the critical
frequency. The opposite occurs at the third mode. The inboard
sensors detect less deflection, while the outboard sensors detect
more deflection than at the bearing centerline. This lowers the
third critical frequency for inboard sensors and raises it for
outboard sensors.



INFLUENCE OF SENSOR LOCATION ON FORCED RESPONSE SOLUTION

The response is calculated for two forms of excitation
applied independently to the AMB extended Jeffcott model
equations. In order to calculate the response, the matrix
equation [6] is solved for R; and R using Cramer’s Rule (Anton,
1984). The solution has the following form:

F¢ K22 - Klz( Mzawz )
Ry = (9]

Ky Koz - Ky K

R, = [10)
K1 Ky - K2 K

The resulting response is complex, thus there exists an amplitude
and a phase angle associated with both Ry and R;. The phase
angles can be obtained from the following equations:

1(R
6, = cos™1 real (Ra) [11)
_sqrt[(real(Rl)}2 + {imag(Ry))?]]

real (R;) 1
8, = cos™1l [12]
_sqrt[{real(Rz)}2 + (imag(R2)}2]d

It must be noted at this point that the unbalance force and
the constant excitation force are never applied at the same time
as this introduces additional complexities not accounted for by
the Jeffcott model. Physically, the constant magnitude excitation
force is applied in one plane only, therefore the motion of the
masses is in one plane only. However, for computational and
analytical simplicity, it will be assumed that the constant
magnitude excitation force acts in two mutually perpendicular
planes in a manner similar to the unbalance force. The correct
solution for the constant magnitude excitation force plane, is
then, simply the real part of the deflections Ry and R; shown
above. However, since the motion is assumed to be circular, the
maximum amplitudes in the X-direction, X and X5, will be the
same as Ry and Ry, for masses M; and M. Similarly, the phase
angles calculated from R; and Ry are also valid for motion in one
plane. Thus, regardless of whether an unbalance force or a
constant magnitude excitation force is applied, the solution
technique and the solution itself will remain the same.
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Results from Forced Response Analysis of AMB Extended Jeffcott
Model

The results that are to be shown are of the bearing journal
response. Similar results occur for the mid-span mass response;
therefore, they are omitted.

The response amplitude at the bearing location is plotted
versus shaft frequency in Figure 7. The excitation causing this
response is due to an imbalance at mid-span resulting from an
eccentricity of 0.076 mm at M. In this case M = 1.0, K = 2.0,
and the bearing damping is set to 0.283 N-s/mm. The shaft
damping is assumed negligible. The value of a, being varied as
in the critical speed solution, ranges from -0.2 to 0.2.

In Figure 7 it can be seen that the first mode peak resonance
frequencies increase from the colocation case, a = 0, when
inboard sensors, a > 0, are used. The peak frequencies are shown
to decrease with outboard sensor, a < 0, use. For the third
mode, the peak frequencies are lower with inboard sensor use, and
raised for outboard sensor use. These results are very
consistent with the results shown from the influence of sensor
location on natural frequencies. The same reasoning can be used
to explain both sets of results.

The results from the case using a constant magnitude
excitation at the bearing location shows the same tendencies as
the unbalance case. Shown in Figure 8 are the results of the
bearing location excitation case.

CONCLUSIONS

This preliminary investigation into the effect of sensor
location on the rotor dynamic performance of AMB turbomachinery
gives very useful results. The natural frequency and forced
response results from the AMB extended Jeffcott model could give
the rotor-bearing system designer greater confidence in the
proper selection of sensor location.

From the test run of the AMB extended Jeffcott model the
following specific conclusions were made:

1. For inboard sensors, as the sensor is moved away from
the bearing, the first mode critical frequency goes higher. For
outboard sensors, as the sensor is moved away from the bearing,
the first mode critical frequency goes lower.

2. For inboard sensors, as the sensor is moved away from
the bearing the third mode critical frequency decreases. However
for outboard sensors, as the sensor is moved away from the



bearing the third mode critical frequency increases.

3. The vibrational characteristics of the two mass rotor
system did not vary when a constant excitation force was used
instead of a rotating unbalance.

4. The effect of the sensor position on the critical
frequencies was considerable, when the stiffness ratio was high.

5. Higher mass ratios led to increased sensitivity of third
mode critical frequency to changing sensor positions. Vice
versa, low mass rations led to increased damping effects in the
third mode, making the rotor relatively insensitive to changing
sensor locations.

RECOMMENDATIONS

The AMB extended Jeffcott model is a simple but
very useful approximation of a much more complex rotor-bearing
system. The following recommendations are made for
extending the current approximate analysis:

1. The addition of pedestal stiffness and damping should be
included in this model.

2. A method for accounting for sensor location should be
jncluded in the transfer matrix codes that are used to calculate
forced response.

3. This research should be extended to a stability analysis

in order to improve prediction capability for AMB turbomachinery.

4. Experimental test results must be generated for
comparison and verification of the analyses developed.
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ABSTRACT

The need for better performance of turbomachinery with active magnetic bearings has necessitated
a study of such systems for accurate prediction of their vibrational characteristics. This is the sccond
part of a two part paper on the effect of sensor location on the forced responsc characteristics of
AMB turbomachinery. This paper presents a modification of existing transfer matrix methods for
rotor analysis, to predict the response of rotor systems with active magnctic bearings. The position
of the magnetic bearing sensors is taken into account and the effect ol changing sensor position on
the vibrational characteristics of rotor systems is studied. The modified algonthm is validated using
a simpler Jeffcott model described in part T of this paper. The effect of changing from a rotating
unbalance excitation to a constant excitation in a single plane is also studied. A typical eight stage
centrifugal compressor rotor is analysed using the modified transfer matrix code. The results for a
two mass Jeffcott model are presented in part 1 of this paper. The results obtained by running this
model with the transfer matrix method have been compared with the results of the Jeffeott analysis
for purposes of verification. Also included, are plots of amplitude vs frequency fo- the cight stage
centrifugal compressor rotor. These plots will demonstrate the significant influence that sensor lo-
cation has on the amplitude and critical frequencics of the rotor system.

NOMENCLATURE
E Modulus of clasticity (N/rmum?)
l Moment of inertia of massless shaft (mm*)
1 Polar moment of incrtia {rm?)
[7 Transverse moment of inertia {#mnr)
K Stiffness ratio, k,/k, (dim)

Stiffness in transfer matrix equations (N/mm)
k, AMB stiffness (N/mm)
k, Shaft stiffness (N/mm)
M Mass ratio, m/my, (dim)
M., Moment component in transfer matrix equation (N-mm?)
M, Moment component in transfer matrix equation (N-mum?)
Ve Shear component in transfer matrix cquation (N)
V., Shear component in transfer matrix cquation (N)
, Lccentricity component in transfer matrix cquation (mm)
4 Eccentricity component in transfer matrix equation (mm)
C Damping (N-sec/mm)

Exponential constant = 2.7182818 (dim)

Complex constant (dim)
| Length of massless shafts in transfer matrix equation (min)
m, Point masses in transfer matrix equations {(Kg)
XC Deflection component in transfer matrix equations (mm)
Xs Deflection component in transfer matrix equations (mm)
.. Slope component in the transfer matnix equation (rad)
0, Slope component in the transfer matrix equation (rad)

Fé Constant excitation force in Jeffcott model (N)

F. Constant excitation force component in the transfer matrix equations (N)

F, Constant excitation force component in the transfer matrix equations (N)

® Ratio of the distance between bearing centerline and sensor to half-span
of the rotor (dim)

w Frequency of shaft excitation (rad/sec)



] Frequency of shaft rotation (rad/scc)
Subscripts
i Rotor station number in transfer matrix equations

INTRODUCTION

The use of active magnetic bearings in turbomachinery is a comparatively new development but
one which has shown great promisc for better control of rotating equipment. The idea behind these
bearings is not new however. The use of magnetic attraction to levitate the rotor shaft free of the
bearing had been tried before, but becausc the system is inhcrently unstable unless a real-time
control system is used, the use was not successful. The first actively controlled bearing was devel-
oped in the 1950’s. Since then the use of active magnetic bearings has gained widespread acceptance
particularly in North America and Canada. Weise [ 2] has given some examples of the varied uses
1o which active magnetic bearings have been applied. Kirk [5] lists a number of turbomachinery
installations where active magnetic bearings have been used. Magnetic bearings possess a number
of advantages compared to conventional bearings. 'I'hey give an almost unlimited control over rotor
vibrational characteristics due to adjustable stiffness and damping. Automatic balancing is possible
by allowing the rotor to spin on its inertial axis. This lcads to decreased vibrations and noise. Active
magnetic bearings do not require lubrication, and since they are non-contact bearings, they elimi-
nate the possibility of wear and tear of the stator and rotor surfaces. Weise [2] demonstrates the
tolerance of magnetic bearings to a wide range of temperatures and also their insensitivity to hostile
environments. Zlotykamicn % 1] gives a good description of the various advantages of active mag-
netic bearings.

Most of the research in active magnetic bearings has been in the control systems used. Schweitzer
[7] shows a method for controlling an elastic rotor so that it can be represented by a low order
model amenable to control techniques. Williams, Keith and Allaire [6] have developed theoretical
relationships to relate the characteristics of a controller transfer function to the stiffness and damp-
ing properties of an active magnetic bearing, Burrows and Sahinkaya [ 8] have evaluated various
strategies for applying a magnctic bearing to control the synchronous vibration of a flexible rotor.
Kirk et al [ 5] have presented results of shop testson a high speed eight stage centrifugal compressor
supported by active magnetic bearings along with some design recommendations. Keesee 3] has
examined the eflects of sensor position on the critical frequencies of rotors with active magnectic
bearing. This work is an extension of Keesee's work to include sensor position effect on forced re-
sponse vibration amplitudes, using the modified transfer matrix method.

RESEARCH OBJECTIVE

As stated before in the introduction, the scnsors are not located at the place where the attraction
forces are applied on the rotor shaft, but at some distance away along the axis of the shaft. Due to
this “non-colocation” of the sensors from the bearing position, the deflection sensed by the sensors
is not the same as the actual deflection at the bearing but differs from it by some magnitude, dic-
tated by the mode shape of the rotor shaft. Because of this, the stiffness and damping forces of the
active magnetic bearing depend not on the deflection at the bearing location, but on the deflection
at the sensor location. Lor such cases, the vibrational charactenistics of the rotor system is difterent
from that obtained using conventional analysis programs. The objective of this rescarch is 1o take
into account, the effect of sensor non-colocation on the vibrational characteristics of rotors with
active magnetic bearings.

This research is an extension of the work done by Keesee [3] and involves the modification of an
existing transfer matrix code to account for sensor non-colocation. BBut whereas Keesee’s rescarch
was limited to studying the effect of scnsor non-colocation on critical frequencies, this work also
considers sensor non-colocation cffects on forced response amplitudes. The other objective of this
research was to compare the vibrational characteristics of rotor systems, when they are subject to
unbalace excitation with circular synchronous shaft rotation, and constant excitation in onc plane
with no shaft rotation or whirling. The effect of changing mass ratios and stiffncss ratios was also
studied.

The modification of the transfer matrix program was validated by comparing its results for the two
mass model with the results obtained from a simple program written to specifically analyse the two
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mass model described in part [ of this paper. A typical cight stage centrifigal compressor rotor
model was also analysed using the modified transfer matrix method and its 1esults were compared
with the results of the Jefleott model to verify the trend of behaviour of 1he rotor system with
varying sensor locations.

THE MODIFIED TRANSI ER MATRIX METHOD

The first analytical study of flexible rotors using the transfer matrix met! od was presented by
Myklestad and Prohl. The rotor is divided into several discrete masses cal ed stations and these
masses are joined by massless flexible shafts. The response of the system is computed by using in-
fluence cocfficients, and formulating a set of equations. The equations are solved and a final sweep
is made to obtain the solution. J. W. Lund analysed the equations involved in the transfer matrix
method for the case of elliptic non-synchronous response of the rotor system and wrote a program
using these equations to study the vibrational characteristics of rotor systems. The program was
subsequently simplified to analyse circular synchronous response of rotor systems. This paper de-
scribes the modification of preciscly this simplified transfer matrix program wnitten by . J. Gunter
Jr. and R. G. Kirk at the University of Virginia, Charlottesville, Virginia. The modification was
donc to take into account the non-colocation of sensors in active magnetic bearings.

To understand the classical transfer matrix method, consider a typical rotor section element as-
sumed to be composed of a point mass and a massless elastic shaft to its right,

Consider the forces acting on the mass to formulate the equations required for equilibrium. Refer-
ring to figure 1

Vi = Viie + (meo? = Kxo = Cooxgg + FXG + ayme’ L1]
Vi = Viis + Guxio + (ma” = K)x + FXS; ~ a,mo’ 2
Mp =M+ (1, — e’ 0%, Ll
My = My + (I, — 1w’ 0% t
=0k -
8 {:zr = 9;’: el
xiR = -\}{5 ]
xif = Xils' H

The solution in the Y direction can be obtained from the solution in the X dircction since it is as-
sumed that the motion of the shaft is circular. Hence equations in the Y direction are not required.
Now consider the equations for the massless clastic shaft of station i. From figure 2

A R
Viirte = Vxie [9]
I8 R
Vi i+1s = Viis [10]
L R R
A‘ly i+lc ™ {yic + 4 V5 [11]
L R R
Alyi+ls=Myis+1£'ins [12]
i i
I R { R i R
ox +le ™ Oxic + 2;5[ Viie + _L[_[ Alyfc [13]
L R A
V% 1s = Oxis + 557 Vs + 17 Myis [14]



A 2
I R R . R R
Xigre = Xie + 11'0xir, + ( 6;',']_ - (’Nl> Vyic + 2;,;[ Myic [15]

I 2
L R R R R
Xit1s = Xis + [l'0x1:+ ( 62‘3[ - GNi>ins+_2'}jMyi: [16]

These equations can be presented in matrix form and the matrices arc called transfer matrices. As
can be seen from this matrix, a correction to account for the shear deformation cffect has also been
included. The terms of this correction factor are explained below

f

a, = area of section i
G, = shear modulus of section 1

[(7. + 6u)(1. + dr®)? + (20. + 12.p)dr*] [1&]
[6.(1. + (1. + dr¥)?]

u is poissons ratio = £,/2G, — 1
dr, is the diameter ratio = inner diameter/outer diamcter

MODIFICATION FOR SENSOR NON-COLOCATION

sy =

Due to sensor non-colocation, at the station representing the bearing location, equations
[3.1] and [3.2] are modified as follows

R _ L 2 . e 2

V= Vie + mw' X — Kixye,, — Cuoxis, + FXC + agme (193

VR =vi+ G + motxy — Kpgg + FXS;— 2 20
wis = Viis + CooXie | + Mmoo Xis = KXis, S — apimw (21

The bearing stiffness is multiplicd by the deflection sensed at the sensor location instead of the ac-
tual deflection at the bearing.

ALGORITHM FOR MODIFICATION DUE TO SENSOR NON-COLOCATION

‘I'he modification in the point matrix for the bearing station, duc to the sens »r non-colocation has
alrcady been discussed. However a straight forward sweep of the rotor is prssible only in certain

cases of sensor location. Upon examination, three cases of sensor location clative to the bearing
focation can be listed.

1. One sensor before the bearing
2. One sensor after the bearing
3. Two sensors, one each on cither side of the bearing.

Case 1
For case 1, the sensor deflections are saved in the sweeping process and then used at the bearing

station. The sweeping process is straightforward. Refer figures 3.

Case 2

In this case, since the sensor comes after the bearing, the sensor deflection. are not known when
the sweeping process reaches the bearing. Thus the sensor deflections arc assumed to be some ar-
bitrary value. Gencrally, the deflections at the station before the bearing are used as these arbitrary
valucs. The sweeping process is then continued until the sensor location is reached. Here a
comparison is made between the assumed sensor deflection and the sensor deflection calculated by
the sweeping process. If the two quantitics agree to within a certain margin of error, the sweeping
process is continued from the sensor station onwards. If the two quantities do not lic within the
error margin, the program iterates back to the bearing location and uscs the sensor deflections cal-
culated by the current sweeping process. These sensor deflections are used, as explained before, in
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the bearing station point matrix calculations and the sweep process is continued. This leads to a
sceries of iterations between the bearing station and the sensor station and these iterations are con-
tinued until the sensor deflections used at the bearing station agree with the cnsor deflections cal-
culated at the sensor station by the sweeping process, i.e. convergence i obtiined. refer figures 3.

Casc 3

With two sensors, one each before and after the bearing, the case can be split 1p into two cases onc
resembling case one and the other resembling case two. Refer figures 3. W oien the sensor before
the bearing is reached, the sensor deflections are saved. These are used, the irst time the bearing
location is reached. The sweep process is then continued and the sensor aft r the bearing is dealt
with in a manner similar to case two.

DISCUSSION OF THE CONVERGENCE PROCESS

To aid the process of convergence to the correct values of sensor deflectiors, the Taylors series
convergence technique in two variables was used. This method was the m st suitable one since
there is cross-coupling between the stiffness and damping terms. However, due to the very low
magnitude derivatives involved, the convergence process fails and leads te divergence from the
correct solution.

When the cross-coupling of the stiffness and damping terms was ignored, and the Secant method
of convergence was used to converge on the sensor deflections along the two axes independently,
the algorithm converged with diminishing oscillations. However the number of iterations required
were more than those required, when no convergence algorithm was used.

Thus simply using the sensor deflections obtained from the sweeping proce <, back at the bearing
location, gave the fastest convergence. Refer table 1.

MODIFICATION TO SEPARATE GYROSCOPIC STIFFNESS FROM TRANSVERSE
STIFFNESS

When the rotor is subjected to an external vibrational force assuming no urbalance to be present,
the gyroscopic stiffness will depend only on the rotor spinning speed and nc t on the frequency of
excitation. Considering the rotor spinning frequency to be “s”, cquations [3.3] and [3.4] are
modified as follows

ME = MG+ o(sl, — 0l )0, 213
MR =My + (s, — wl 0y [22]

Here o is the frequency of excitation.

COMPARISON OF THE RESULTS OFF THE 2 MASS ROTOR SYSTEM, FOR THE
JEFFCOTT MODEL AND THE TRANSFER MATRIX METHOD

The results of the 2 mass rotor system as obtained by the Jeffcott Model program have already been
shown and discussed m part I of this paper. The same rotor system data was used with the modilied
transfer matrix method program, so as to compare the results with the Jefleott model and thus
validate the correctness of the modifications. The Jeffecott model is important, but because of its
simplicity, its results are of limited use. Also it does not model a complex rotor system composed
of many disk masses and possibly different shaft cross-sections along the retor length. tHence, it is
the transfer matrix method that 1s more uscful for application purposes, and the Jeftcott model will
serve for the purpose of comparison only.

Tables 2 and 3 give the comparison between the two programs. As can b seen {rom the tables,
there is a fairly close agreement between the results obtained from the two programs. The agreement
in the cntical frequency values is much better than that between amplitude values and again, am-
plitude values agree better than phase angle values. This is because, the critic. | frequencics of a rotor
system depends mostly on its mass and stiffness properties, both of which are accounted for in a
similar manner in the two programs. The amplitude and phase angle values show greater disagree-
ment due to the fact that the Jeffcott code assumes a sine-wave shupe for th - mode shapes and this
assumption is only an approximation of the actual mode shape. It can be s 'n from the tables, that
the Jeflcott code underestimates amplitude values in most cases. Also, atuplitude values show a



higher disagrecment when a constant force excitation 1s applied instcad of an unbalance force
excitation.

THE EIGHT STAGE CENTRIFUGAL COMPRESSOR ROTOR SYSTEM MODEL

To obtain a more realistic idea of the influence of sensor position, an cight stage centrifugal
compressor rotor system was used with the transfer matrix code. This rotor system is illustrated in
figure 4 and its design parameters are given in table 4.

The program was run with all the four cases of sensor positions, namely sensor colocation, inboard
sensors, outboard sensors and two sensors on each side of the bearing. « valucs of -0.18, 0 and 0.18
were used, as is indicated by the sensor locations.

RESULTS OBTAINED FROM THE EIGHT STAGE COMPRESSOR ROTOR SYSTEM

The results obtained from the cight stage compressor rotor system are summarized below and il-
lustrated in figures 5 to 11.

1. The first mode critical frequeney increases as the sensor is moved from the direction of the
outboard location in the direction of the inboard location. This is in agreement with the results
obtained from the two mass rotor system.

2. A significant difference between these plots and those of the two mass model, is the higher

amplitudes exhibited by the compressor rotor system when the sensors arc moved inboard.
To verify this deviation, an approximate two mass model of the compressor rotor system was
run with the Jeffcott program. The results obtained with this approximate model are shown
in figures 7 and 8, and show agreement with the results obtained by the transfer matrix program
with the compressor rotor system data as input. ‘The reason for this behaviour will become
clear when the mode shape shown in figures 9 is examined.
The deflection at the sensor location is less compared to the deflection at the bearing location.
Due to this, a lesser stifiness and damping force is applicd at the bearing location and this leads
to higher amplitudes of the rotor system. For a certain inboard sensor location, the deflection
at the sensor location is reduced to zero and this condition will produce the largest amplitudes
in the rotor system. The peculiar first mode shape that produces this phenomenon is similar
to that observed in the third mode, and scems to be the result of the high bearing damping
values. It has been observed that as scnsors are moved inboard, the first critical frequency -
creases and the third critical frequency decreases. ‘This is shown in figure 10. 1igh bearing
damping may bring the first and third critical frequencies together in such a case and thus
produce a first mode shape similar to the third mode shape.

3. Additionally, it was obscrved that when the mass ratio was increased, the maximum amplitudes
occured with inboard sensor locations nearer to the bearing location. Refer figures 11, This
can also be explained from the plots of the mode shapes. The maximum amplitude is observed
when the deflection at the sensor location is zero. In such a case, the stiffness and damping
forces at the bearing location are reduced to zero and the rotor system essentially exhibits
free-free vibration. Due to this, the deflection along the rotor longitudinal axis will depend only
on the mass distribution of the rotor system and not on the bearing stiffness and damping. A
higher mass ratio means greater mass at the bearing location and thercfore, lesser deflection in
free-free vibration than that at midspan. In such a case, the point of zcro deflection oceurs
nearer to the bearing location and a scnsor placed at this point will produce the maximum
amplitude of vibration of the rotor system.

CONCLUSIONS
The modification of the rotor dynamics codes to account for sensor non-colocation show a definite

change in the vibrational characteristics when the sensors are moved away from the bearing lo-
cation. The following conclusions can be drawn from this research:

1. The first mode critical frequency increases as the sensor is moved from the outboard to the
inboard direction. This is due to the fact that for the first mode, the sensors sense a greater
deflection as they move inboard and away from the bearing location. This increases the cffec-
tive stiffness of the active magnetic bearing and results in higher critical frequencies. Because
of this cffect, it is possiblc to bypass the first critical by using the inboard scnsors while starting
the rotor and when the rotational frequency nears the first critical, switching to the outboard
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sensors. This has been suggested by Keesee [3]. The higher critical frequencies can be handled
stmilarly.

The amplitudes at the first critical will be higher with outboard sensors and decrease as the
sensors are moved inboard and away from the bearing. However, this is not true in certain
cases where the first and third mode coincide. In such a case, the amplitudes at the first critical
increase as the sensors are moved inboard upto a certain point and then decrease again. The
rcason for such behaviour can be traced to the presense of high damping values along with the
condition of inboard sensors. The behaviour of the critical frequencies and amplitudes, with
regard to changes in the sensor position, can be predicted by examining the mode shape of the
rotor shaft at or near the critical frequencices.

The results indicate a fairly close agreement between the Jeffcott model and the transfer matrix
model. The comparison indicates greater differences in amplitude values compared to critical
frequency values and greater deviation in phase angle values compared to amplitude values.

The behaviour of the rotor system, with respect to changes in sensor location, does not indicate
any significant deviation when a constant force excitation is used instead of an unbalance force
excitation.

The cffect of sensor location on first mode critical frequency incrcases with higher stiffness ra-
tios. This has been explained in the second chapter. Higher mass ratios lead to increased
damping effects in the third mode and hence lower the amplitudes considerably.

The following recommendations can be made for future work in this area:

1.

The transfer matnix model modified for this work, does not consider the eficet of pedestal
stiffness and dampng, fe it assumes a rigid foundation. The program can casily be modified to
take this factor into account.

The existing transfer matrix code can only handle circular synchronous rotation of the rotor
system. It can be extended to analyse non-circular and non-synchronous motion of the shatt,

The constant force excitation in the transfer matrix program is applied as a force functton, di-
rectly on the journal mass. The behaviour of the rotor system, when the constant force
excitation is applied as a displacement function, and on the bearing or pedestal mass, needs to
be investigated.

‘The modified transfer matrix code assumes that no couplings are present in the rotor longi-
tudinal cross-section. The code can be modified for the presence of a coupling, which then,
would only transfer displacements and shears across the conncection, but would not transfer the
momaents.
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2 MASS MODEL, UNBALANCE EXCITATION, M= 1, K=2, ALPHA=0.3
FREQ = 130 HZ, CONVERGENCE TO XC, TRUE SOLUTION = 7.649442

No. of | Taylor’s series | % Diff. from | Sccant method % Diff. from | Simple % Diff. from

Iter. | Convergence true Soln. Convergence true Soln. [teration truc Soln.
1 3.500004 54.24 3.500004 54.24 3.500004 54.24
2 8.051951 -5.26 8.051951 -5.26 8.051951 -5.26
3 7.737319 -1.15 7.737319 -1.15 7.737319 -1.15
4 7.581234 0.89 7.930811 -3.68 7.628863 0.27
5 7.849375 -2.61 7.605373 0.576 7.648726 0.0094
6 3.625942 52.60 7.642738 0.088 7.650135 -6.0091
7 69.54724 -809.2 7.655252 -0.076 7.649398 0.00058
8 -959.629 12645.1 7.650030 -0.0077 7.649425 0.00022
9 15109.55 -197425 7.649057 0.0050 7.649445 -0.00004
10 -235777.3 3082381 7.649363 0.001 7.649442 0.0
11 3681287.0 -48124809 7.649458 -0.00021 7.649442 0.0
12 - --- 7.649447 -0.000065 7.649442 0.0
13 - -—- 7.649434 0.0001 7.649442 0.0
14 - - 7.649441 0.000013 7.649442 0.0
15 - --- 7.649443 -0.000013 7.649442 0.0
16 --- - 7.649442 0.0 7.649442 0.0
17 --- - 7.649441 0.000013 7.649442 0.0
18 --- - 7.649441 0.000013 7.649442 0.0
19 --- --- 7.649442 0.0 7.649442 0.0

Table 1. Comparison of different convergence schemes
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FIRST MODE, UNBALANCE EXCITATION, M= 1, K=2, BEARING/(MIDSPAN)

Jeffcott Code

Transfer matrix
Code

% Difference

a = -0.2

Critical Frequency 32.167 [ (32.167) 32.167 | (32.167) 0/(0)
Amplitude 2.285 | (4.425) 2.302 / (4.482) -0.74 | (-1.29)
Phasc Angle 103.48 / (102.57) | 86/ (85.1) 16.89 / (17.03)
a = 0.0

Critical Frequency 35.333 / (35.333) 35.333 / (35.333) 0/
Amplitude 1.408 / (3.401) 1.408 / (3.402) 0/ (-0.03)
Phase Angle 90.214 / (88.398) | 91.6 / (89.8) -1.54 [ (-1.59)

a = 0.2

Critical Frequency
Amplitude

Phase Angle

40.333 / (40.333)
0.539 / (2.281)
92.571 / (86.391)

40.167 / (40.000)
0.571 / (2.310)
104.1 / (81.8)

0.41 / (0.83)
594 [ (-1.27)
-12.45 [ (5.31)

Table 2. Comparison of the results of the 2 mass rotor system, for the Jeffeott model and the transfer
matrix method




FIRST MODE, CONSTANT FORCE EXCITATION, M=1,K=2, BEARING/(MIDSPAN)

Jeffeott Code

Transfer matrix
Code

% Difference

x = -0.2

Critical Frequency
Amplitude

Phase Angle

32.167 / (32.167)
4.577 | (8.896)
104.24 / (104.24)

32.167 [ (32.167)
5410 / (10.522)
86.8 / (86.8)

0/ ()
-18.20 / (-18.28)
16.73 / (16.73)

x = 0.0

Critical Frequency
Amplitude

Phase Angle

35.333 / (35.333)
3.045 / (7.352)
90.214 / (90.214)

35.333 / (35.333)
3.262 | (1.882)
91.6 / (91.6)

0/(
713/ (-7.21)
1.54 [ (-1.54)

a = 0.2

Critical Frequency
Anmplitude

Phase Angle

40.333 / (40.333)
1.335 / (5.643)
88.527 / (88.527)

40.000 / (40.000)
1.420 / (5.709)
83.9 / (83.9)

0.83 / (0.83)
6.37 [ (-1.17)
523 /(5.23)

Table 3. Comparison of the results of the 2 mass rotor system, for the Jeffcott model and the transfer

matrix method
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ROTOR SYSTEM PROPLERTY

Total rotor length

Distance to bearing 1 centerline

Distance to sensor at bearing /.
Outboard sensor

Inboard sensor

Distance to bearing 2 centerline

Distance to sensor at bearing 2:
Inboard sensor

Outboard sensor

Mid-span diameter

Journal diarneter

Journal length

Total rotor weight

Reaction at bearing 1

Reaction at bearing 2

<

SI UNITS

1879.6 mm

304.8 mm

190.5 mm

419.1 mm

1574.8 mm

1460.5 mm

1689.] mm

177.8 mm

177.8 mm

254.0 mm

2.95 KN

1.4/ KN

1.54 KN

‘Table 4. Data for cight stage centrifugal rotor system model

ENGLISH UNITS

74.0 in

12.0 in

575 in

66.5 in
7.0 in
7.0 in
160 in
663.2 1b,
317.0'1b,

346.21b,




N91-21211

REDUCTION in BEARING SIZE due to SUPERCONDUCTORS in MAGNETIC BEARINGS

PDantam K. Rao, Paul Lewis, James F. Dill
Mechanical Technology Incorporated
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Latham

NY 12110
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I. INTRODUCTION.

This research is part of a NASA program to investigate the teasibility of applying
high-T¢ superconducting ceramics to the development of a high-field (5-6 Tesla) magnet,
with an ultimate objective of utilizing these materials in a liquid nitrogen cooled wind tunnel
magnetic suspension balance. The current state of the high-T.. superconducting ceramics
inhibits their immediate application to high-field magnets for a number of reasons. Their
superconducting properties are strongly anisotropic, with preferential critical performance
perpendicular to the perovskite c-axis, i.e., in the a-b plane of the crystal. As a consequence,
the bulk ceramics, which have largely random crystal orientations are not suitable for
optimal engineering. Epitaxial films can be prepared in which the c-axis is parallel to the
plane of the substrate, i.e., perpendicular to the substrate surface. However, since the
design and demonstration of a high-T; superconducting high-tield magnet will require
preferential c-axis orientation over a large topological surface, many of the vacuum epitaxial
deposition techniques are not suited for this application because of the limited surface areas
which can be coated.

Thesc issues an be circumvented by advancing chemical spray pyrolysis as a means
to deposit large are:s films on to a tape wire which can then be configured into the geometry
necessary to drive the magnetic field. Chemical spray pyrolysis has a number of advantages.
It is inexpensive. It can produce good quality films over very large areas. It is an open
system deposition technique so continuous strips of film can be prepared, and it has already
demonstrated feasibility in a number of electronics applications, particularly in the field of
solar cell fabrication.

This paper reports on the deposition of Tl-Ba-Ca-Cu-O thick tilms by spray
pyrolyzing a Ba-Ca-Cu-O precursor film and diffusing thallium into the film to form the
superconducting phase. This approach was taken to reduce exposure to thallium and its
health and safety hazards. The TI-Ba-Ca-Cu-O system was selected because it has very
attractive features which make it appealing to device and manufacturing engineering.
TI-Ba-Ca-Cu-O will accommodate a number of superconducting phases. This attribute
makes it very forgiving to stoichiometric fluctuations in the bulk and film. It has excellent
thermal and chemical stability, and appears to be relatively insensitive to chemical
impurities. Oxygen is tightly bound into the system, consequently there is no orthorhombic
(conductor) to tetragonal (insulator) transition which would affect a component’s lifetime,
More significantly, the thallium based superconductors appear to have harder magnetic
properties than the other high-T, oxide ceramics. Estimates using magnetoresistance
measurements, [1], indicate that at 77 K TL:Ba;CaCu;O, will have an upper critical tield,
He:, of 26 Tesla tor applied fields parallel to the c-axis and = 1000 Tesla for ficlds oriented in
the a-b plane. [2]

Results to date have shown that superconducting films can be reproducibly deposited
on 100 oriented MgO substrates. One film had a zero resistance temperature of 111.5 K.
Furthermore, x-ray diffraction analysis of the films showed preferential e-axis orientation
parallel to the plane of the substrate. These results have now made it possible to consider
the manufacture of a superconducting tape wire which can be contigured into a topology
usetul for high-field magnet designs. This paper will review the research which lead (o the
preparation of these tilms and plans for turther development.

II. EXPERIMENTAL RESULTS.

In chemical spray pyrolysis soluble salts of the metallic components of the
superconducting ceramic are dissolved in solution in stoichiometric amounts. In this work
the nitrate precursors of barium, calcium, and copper, (Ba(NO3)2, Ca(NO3)2, Cu(NO3)9).
were used. Once thoroughly mixed this solution can be sprayed onto a surface which is hot
enough to volatilize the transport fluid and then allow the salts to decompose, oxidize and



form a polycrystalline ceramic. Ultrasonic techniques were used to nebulize the solution
into droplets.” The sprayed surface is thermally treated in the (p)resencc of oxygen, air is
suitable, to decompose the nitrates into their respective oxides. Once a Ba-Ca-Cu-O oxide
precursor film had been formed thallium was diffused into the film which was then thermally
processed to produce the superconductive Tl-Ba-Ca-Cu-O phase.

Stoichiometric control is crucial to the electromagnetic performance of high-T¢
superconducting ceramics. Thus a primary objective of the Phase I effort is to tune the
spray process to produce Ba-Ca-Cu-O precursor thin/thick films with stoichiometric control
and uniformity. A second objective of the program is to fuse all the individual metallic ions
into a uniform polycrystalline ceramic prior to thallium diffusion processing. Oxides of Ba
and Ca fused into crystalline copper oxide structures are less likely to outgas during
subsequent thermal annealing and thallium diffusion processing than would amorphous
barium or calcium oxides loosely distributed in the film. Furthermore, a fused crystal
structure will have better order and chemical uniformity.

It is therefore a fundamental objective of this program to eliminate single species
clustering or agglomerations in the films, enhance grain alignment, and to promote superior
microstructure. This can be achieved by using a suitable chemical "binder" in the solution
which favors thorough dissolution, intermixing and complexation of the ditferent reactants

prior to deposition. Ideally, this solvent should enhance mutual reactivity of the salts during
the crystal fusion process.

A. PRECURSOR DEVELOPMENT AND STOICHIOMETRIC CONTROL.

To develop stoichiometric control over the process and to avoid single component
clustering in the films the effect of solution solvent and substrate temperature on metal ion
incorporation, surface morphology and chemical uniformity were evaluated. The thermal
behavior of each of the individual nitrate compounds was measured. These measurements
were then used to evaluate the effect of a particular solvent by comparison to thermal
analysis on a dried residue of that solution in which the nitrates were mixed in stoichiometric

amounts.

Since nitrate compounds are generally hygroscopic and their molecular weights can
be altered by ambient humidity conditions, stock solutions of each nitrate were prepared.

Stock solution concentration was measured using Atomic Absorption spectroscopy, (AA),
by Northern Analytical Laboratory, Amherst, NH.

1. Metallic Nitrate Precursor Denitration/Decomposition
The denitration of the individual cation precursors was studied by drying Ba(NO3)p,
Ca(NO3)p, and Cu(NO3)y water solutions on alumina substrates. The thin filni material
was scratched off the surface and analyzed using ditferential thermogravimetric analysis,
DTGA). These measurements were performed by Robert J. Andrews with the Solid State
ciences Directorate, of the Rome Air Development Center, Hanscom AFB, MA using a
Perkin-Elmer Delta Series TGA7 Thermal Analyzer.

a. Thermal Denitration/Decomposition of Cu(NO3) in Water Solution.

X-ray diffraction spectra on sprayed films shows that Cu(NO3)2 In an agueous
environment breaks down at elevated temperatures to form Cury(OH)3NO3. DTGA
analysis of the dried Cu(NO3)p-water complex, shown in Figure 1, indicates that the
temperature for maximal denitration/dehydration of the Cu(NO3)2 is 265° C. All thermal
analysis measurements were done in oxygen atmospheres. It appears that between 10° and
210°C residual water is driven from the film residue. A very sharp transition is observed
between 210° C and 310° C which is attributed to the denitration/dehydration of
Cuy(OH)3'NO3. The 33.7% percentage weight change between 210° C and 1010° C agrees
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favorably with the formation of CuO from Cup(OH)3'NOg3, on the basis of the following
fractional weight percents:

Cup(OH)3'NO3 ——> CuO +  oxides of nitrogen.

fractional
wt% 100% 66.2% 33.8%

The chemical stability of CuO in oxygen at higher temperatures is evident.

b. Thermal Denitration/Decomposition of Ca(NO3)> in Water Solution.

Analysis on Ca(NO3), (see Figure 2), shows dehydration below 200° C, and a
percentage weight change of 66.1% between 400° C and 750° C. Unlike the cupprous
reaction, a series of weaker outgassing peaks are observed in the first derivative spectra
prior to a very pronounced rate of weight loss at 733° C. This data agrees quite favorably
with the formation CaO through the following path:

Ca(NO3)» —> CaO + oxides of nitrogen

fractional
wt% 100% 34.16% 65.84%.

CaO appears to be stable in oxygen above 740° C, after denitration.

¢. Thermal Denitration/Decomposition of Ba(NO3)7 in Water Solution.

The barium nitrates, Ba(NO3), are the most stable of the starting compounds. (See
Figure 3). First derivative spectra indicates pyrolytic phenomena starts above 600° C. A
stable regime is noted between 800° and 900° C. This stability breaks down above 900° C,
but first derivative spectra shows the film tends towards stability again above 1010° C. The
percentage weight change between room temperature and 1010° is 40.4%, which is close to
the fractional weight which would be lost in the formation of BaO:

Ba(NO3)? —> BaO + oxides of nitrogen

fractional
wt% 100% 58.65% 41.35%

The stable oxynitrate phase observed in the Ba(NO3)7 derivative between 800° and
900° C can not be identified at this time. The Ba(NO3)p DTGA data suggests that unless
the presence of the other nitrates, (Cu8\103)2 and ‘its derivatives, or Ca(NO3)7). can
accelerate conversion of Ba(NO3)7 to BaO at lower temperatures, annealing above 1000 C
will be required to completely denitrate the BaCaCuO precursor tilms.

2. Eftects of Solvents and Chemical Binders on Nitrate Denitration/Decomposition in Mixed
Precursor Solutions.

To study identify optimal solution chemistry and chemical binder activity the nitrate
precursors were mixed in stoichiometric ratios of 212 Ba:Ca:Cu and dissolved in:

A) A water-only solution

B) An ethanol-(20% vol)/water solution

C) A glycerol-(20% vol)/water solution
Each solution was dried on a hot (120° to 230° C depending on solvent volatility) alumina
substrate. DTGA scans were run to observe effects of the solvents and the other nitrates on

chemical reactivity during denitration.  Ethanol solutions were considered to reduce
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Ba(NO3); precipitation from solution. Glycerol solutions were considered to reduce single
nitrate species agglomerations in solution and to enhance the chemical reactivity between
the different nitrate compounds. The glycerol molecule provides a longer chain with
hydrogen bonding sites which could conceivably complex ditterent nitrate species in close
physical proximity to one another.

The fractional chemical weight distributions for solutions tested were determined
using a 212 ratio:

Ba(NO3)? Ca(NO3)p Cu(NO3)?2
Ratio 2 1 2
wt% 49.12% 15.49% 35.39%.

a. The Effect of a Water-only Solvent.

Figure 4 shows DTGA spectra for the nitrates when dissolved in water only.
Thermogravimetric changes below 200° C are being attributed to water absorbed in the
nitrate film by exposure to air. Copper denitration proceeds as before, unaffected by the
presence of the other nitrate complexes. Its characteristic spectra in the first derivative is
once again observed at 265° C. The percentage weight change observed between 228° C
and 369° C was roughly 11%, and is attributed to copper denitration. This is in general
agreement with an 11.9% weight differential that would be expected using the fractional
weight percentage change observed during Cur(OH)3'NO3  denitration/dehydration
between 220° C and 300° C.

In mixed-water solutions Ca(NO3)> and Ba(NO3); denitration appears to be shifted
to lower temperatures. Principal first derivative spectra for the denitration transitions are
observed between 375° C and 700° C. This is in rough agreement with the Ca(NO3)?
spectra, but is contrary to the findings for Ba(NO3)y. It appears as though Ca(NO3)> and
Ba(NO3j)» denitration is accelerated by each other’s presence or by the copper oxides in the
films. It is also plausible that Ca(NO3) and Ba(NO3)p complex together in aqueous
solutions. Calculations of the fractional weight percent changes using the individual
denitration data predicts a total percentage weight change of 57.56%, in rough agreement
with the 54.35% weight change observed in the mixed films. It seems reasonable to assume
that in water-only solvents most denitration should be complete above temperatures of 700°
C.

b. The Effect of a Water-20% vol Ethanol Solvent.

Figure 5 shows DTGA spectra from the 20%-vol ethanol solution.  Spectral
signatures in the Oth and Ist derivative spectra are identical, indicating Cup(OH)3'NO3
denitration again proceeds unaffected by the presence of either Ca(NO3)2 or Ba(NO3)2 in
ethanol solvents. An analytical comparison was not possible.

Figure 6 shows the Differential Scanning Calorimetry (DSC) measurements in
oxygen on the dried residue of the precursors mixed in water and 20% vol ethanol solution.
Strong endothermic peaks are noticeable at temperatures just below outgassing
temperatures identified by DTGA. (See Figure 5). This suggests that the individual nitrates
are breaking apart seemingly unaffected by each others presence. The lack of any
exothermic peaks in the spectra shows that no latent heats of crystal tusion are being
released. Ithough the use of ethanol may help dissolve Ba(NO3)2 and prevent its
precipitation from solution, it does not promote the formation of fused crystal
microstructures.
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Furthermore, the addition of ethanol to the solution reduces the liquid surface
tension to such a degree that boiling during the drying process caused liquid drops carrying
raw materials powders to spew from the substrate. Ethanol experimentation was
discontinued at this point because of the adverse effects splattering would have on
stoichiometric control.

c. The Effect of a Water-20% Glycerol Solvent.

Experimentation with glycerol solutions was conducted to try to improve film
uniformity. Since glycerol is a chain molecule with many hydrogen bonding sites the
individual nitrate species have a better chance of being physically complexed closer to each
other if they bind at different sites along the chain. It is intended that the close physical
proximity of the individual nitrate species provided by the glycerol chain would improve
uniformity, inhibit single species clustering, and enhance the formation of BaCaCuO
crystallites.  Stoichiometric formation of BaCaCuO crystallites is preferred to CuQO
crystallites segregated from CaO/BaO polymorphous phases. This will help ensure chemical
integrity during subsequent processing and single phase formation during thallium diffusion.

Figure 7 shows that the qualitative character of glycerol-complexed BaCaCu-
denitration in oxygen changes substantially. DTGA spectra below 182 C, (the boiling point
of glycerol) is due primarily to dehydration. Spectra between 182° C and 250° C is attributed
to glycerol outgassing. The most notable feature of this spectra is that Cup(OH)3'NOg, if it
is at all present in the glycerol residue, no longer denitrates by itself. Furthermore, the
largest relative change in weight occurs below 500° C. The weight change between 250° and
500° C accounts for roughly 67% of all outgassing above 250° C. This indicates that
Ca&NO:;)z and Ba(NO3)7 denitration participates in the copper oxide conversions and that
BaCaCu complexes are being formed in solution. Roughly one third of the relative weight
change occurs above 500° which can be solely attributed to Ca(NO3)2 and Ba(NO3)2
(complexed) denitration. This data also shows that the microcrystallites formed with a
glycerol binder are relatively stable in oxygen at temperatures up to =900° C. Changes in
the first derivative spectra above 900° C suggest that the compound could break down at
elevated temperature.

Figure 8 shows DSC spectra under oxygen atmospheres for the mixed precursors
tormed in water/glycerol solvents. Three exothermic peaks are evident at 204° C, =300° C,
and 341° C. This data, and the marked change in the DTGA spectra for glycerol solutions is
direct evidence that the glycerol molecule chemically binds the individual metallic nitrate
precursors, promotes reactivity between the precursors and the tormation of microstructural
crystallites in the sprayed films after thermal processing. An unusual feature of this spectra
is that structural relaxation is not observed at temperatures slightly below the principal
outgassing band between 250° and 500° C.

3. Effect of Substrate Temperature on Film Deposition

In chemical spray pyrolysis substrate temperature can affect both surface
morphology and film stoichiometry. Thermal mass transter, convection currents, vapor
phase dynamics or evaporative effects and secondary chemical reactions can adversely
affect chemical incorporation rates into the films. The thermodynamics of this deposition
technique has not yet been fully characterized so process control has to be obtained through
empirical study uniquely.  To identify suitable substrate temperatures chemical
incorporation was studied by spraying 223 BaCaCu-nitrate ratios dissolved in all tiree
solvents at substrate temperatures between 180° and 350° C.

Energy Dispersive X-ray Spectmsc%)y was performed on the films to evaiuate
atomic ratios. Figure 9 shows the atomic Ca/Cu and Ba/Cu ratios observed in the films
sprayed using an ethanol 20%-vol solvent versus substrate temperature. The Ca/Cu and



Ba/Cu ratios used in solution are also shown. By simple inspection it is apparent that during
the spray process both Ca and Cu are not fully incor orated since the Ba/Cu film ratio is
always greater than the solution ratio and the Ca/Cu film ratio is always less than the

solution ratio.

Figure 10 shows copper and calcium incorporation rates against substrate
temperature between 180° and 350° C. Incorporation rates were calculated assuming
Ba(lEIOg,)z is incorporated at 100%. Under this assumption a system of three linearly
coupled equations can be constructed for which there are two unknowns. Percentages of Ca
and Cu lost can be calculated against Ba incorporation using the ratio of each in the
solution. The accuracy of the calculation can be tested by comparing the ratio of Ca/Cu in
the films to value obtained through calculation. Figure 11 shows the percentage differences
between the calculated and observed values.

A very sharp increase in the copper incorporation and an enhancement in the
calcium incorporation was observed at 260° C. This matches the peak denitration
temperature for Cu NO3)p. This would appear to suggest that film incorporation rates for
the metallic catiors can be quite sensitive to oxidizing conditions and mass transter
phenomena at the s ibstrate surface.

Since subst ate temperature has such a strong influence on the resultant
stoichiometry in th- hydroxynitrate films a hot plate was constructed to control substrate
temperature to wi hin 1° C. This construction employs an Omega(TM) Series 2000
Programmable Temperature Controller capable of ramp and soak temperature cycling.

Films prepared from glycerol 20%-vol solvents were tar less susceptible to surface
reactivity. Scanning Electron Microscopy (SEM) revealed that a 260° C substrate
temperature provided the best surtace morphologies.  Plates  1-3  show surface
characteristics of films prepared using water-only, ethanol (20% vol), and glycerol (20% vol)
at that substrate temperature. Both the ethanol and water-only films show signs of single
species agglomeration as indicated by the DTGA spectra. Although the films prepared with
glycerol had the best submicron microstructures, (See Plate 4), they remained quite porous,
(Plate 5), with a high density of weak link interconnections between grain granules.

Continued 1 search using glycerol (20% vol)/water solvents sprayed onto substrates
heated to 260° C h.is shown that solution stoichiometries can be reproduced in the films.
Table 1 shows atomic percents measured in a series of films using semiquantitative Fnergy
Dispersive X-Ray Spectroscopic analysis, by Photometrics, Inc., Woburn, MA..  These
results indicate that a strong correlation between solution and film stoichiometries can be
achieved using these process parameters. Plate 6 is a backscattered scanning clectron
micrograph of sample 223-02. Good chemical uniformity and small microstructures can be
formed using these srocess conditions.

B. EFFECT OF SUBSTEATES ON THE QUALITY OF ANNEALED FILMS.

Precursor fi ms were prepared on < 100> oriented epitaxially polished ytterium-
stabilized zirconia ( YSZ) and magnesium-oxide substrates. After spraying at a substrate
temperature of 260° C in air the films were immediately denitrated by thermal bake out
using a temperature cycle determined from thermal analysis measurements.

In both instances microcracking was observed in the oxide precursors. This is a
shortcoming to any solution process where the films essentially have to be dried from a
slurry and large volumes of reactant by-product is driven from their interior. This results in
a generally porous texture. Films sprayed onto YSZ substrate had very poor adhesion to the

substrate after the denitration process, and were not suitable for Tl-diffusion. (See Plate 5).
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Most of the YSZ-substrate films were damaged during the diffusion step either by film
evaporation or flaking.

Films deposited onto MgO substrates had sharply reduced microcrack densities and
far superior adhesion. The MgO substrate films did indeed become superconducting after
Tl-diffusion when suitable processing parameters were used. No increased microcracking
was observed even after electrical characterization in liquid nitrogen. These results suggest
very strong suitability of MgO substrates with Tl-Ba-Ca-Cu-O superconducting films
prepared using solution processes over a range of temperature from 77 K to 1225 K.

C. TuaLLIUM DiFFusioN PROCESSING.

The superconductive TI-Ba-Ca-Cu-O FFhase is formed from the Ba-Ca-Cu-O
precursor by diffusing thallium into the film. This can be done with a pellet of thallium
oxide in a small porcelain crucible. The pellet is of sufficient size so that it does not totally
evaporate during the short annealing step. The substrate containing the precursor films is
suspended over the crucible and the assembly is placed in a quartz tube turnace at 850° C
for 15 minutes. During the process, argon, air, oxygen, or a mixture of gasses are flowed
over the sample. Only oxygen atmospheres were successtul in preventing the sprayed
precursor films from evaporating off of the substrate. The gas flow rate 1s adjusted
empirically to optimize the oxygen content of the resulting film and to maintain sut/icient
oxygen overpressures above the films.

D. ELECTRICAL PROPERTIES OF THE SUPERCONDUCTING FiLMS.

Figure 12 shows the R-T curve for the first superconducting sample obtained. The
transition is sharp and the zero-resistance temperature is 112 K. While this is not the
highest temperature reached by the thallium containing superconductors, it exceeds the
highest reported value for sprayed films by 15 K. [3] In all five superconducting films were
produced with zero resistance temperatures ranging between 97 K and 112 K.

Preliminary measurements of critical currents at 77 K in these spray pyrolyzed films
range between 100 and 250 A/cm?. These values are low for high-field magnet applications
and result in major part from the porosity of the films, excessive weak link interconnections,
poor grain alignment, and nonuniform crystallographic orientation. Many of these
deficiencies can bc reduced by finer tuning the process.

E. CRYSTALLOGRAPHIC ORIENTATION OF THE CERAMIC.

An important consideration if the construction of usetul magnets is the orientation of
the material in the films used. To obtain high critical currents needed for high fields, the
crystal grains in polycrystalline films should be oriented with the c-axis perpendicular to the
substrate so that the current flows in the a-b plane. Thus, it was important for us to
determine whether or not films could be deposited with a preferential orientation.  After
processing, we analyzed our films using XRD and determined that the films grew with the
c-axis perpendicular to the substrate surface.

Table Il compares the x-ray diffraction patterns of TI-Ba-Ca-Cu-O bulk powders to
an epitaxial thin film prepared by rf-sputtering and the T. = 112K filim prepared by
chemical spray pyrolysis and thallium diftusion. The epitaxial film has total c-axis
orientation in the plane of the substrate, and the powder diftraction has completely random
orientations. The c-axis oriented patterns are highlighted and the normalized peak
intensities are given to show preferential c-axis orientation in the plane of the substrate tor
the spray pyrolyzed film.
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F. SILVER-DOPING EXPERIMENTATION.

Silver doping into the precursor films can be easily achieved using silver nitrate,
Ag(NOs),, which dissolves readily into water. Silver incorporation into the Y-Ba-Cu-O has
been shown to greatly enhance critical current densities, ductility and other mechanical
properties. For these reasons the feasibility of silver-doping by chemical spray pyrolysis was
examined in Phase 1.

Three silver-doped tilms (fl()%-, 20%-, and 30%-wt) were prepared and each showed
negligible microcrack densities after denitration baking, regardless of the substrate used, i.e,
YSZ or MgO. Untortunately in an attempt to phase separate the Ba-Ca-Cu-O precursor
from the silver, by annealing at 1000 C, the silver-doped films evaporated. An undoped film
was annealed at the same time and it did not completely evaporate which suggests that silver
incorporation into the Ba-Ca-Cu-O precursor increases the vapor pressure of the
compound.

ITII. PLANS FOR FUTURE DEVELOPMENT.

The successful demonstration of a deposition process for high-T. superconducting
films which can be applied to the preparation of large-arca thick tilms has now nade it
possible to consider the manutacture of liquid nitrogen-cooled superconducting wire tape.
A cross-section of a prototype design for this construction is given in Figure 11 As
diagrammed, a stainless steel strength membered copper tape will be used as the base
structure. Spray pyrolyzed MgO film will be deposited upon it to provide good adhesion
between the superconductor and the support structure. Researchers at the Naval Research
Laboratories, Washington, D.C., have successtully demonstrated that spray pyrolysis can be
used to deposit 100 oriented MgO films on sapphire, fused silica, and silicon. (4]

Silver-dopec TIBaCaCuO films will be sprayed through a mask to form tracks on the
MgO-coated base ape. The use of silver is being considered to improve the ceramic’s
ductility and meck.nical workability, [5], as well as to enhance the material’s current
carrying capability. (6] Applying the superconductor in the wire as tracks should also reduce
A.C. losses and improve thermal and electrical shunting of the stored energies and stresses
which develop in the films and can quench a superconducting magnetic coil. A silver layer
will overlay the superconductor to improve conduction to the copper shunt, and an
insulating tape will cap the tape to inhibit high-voltage electrical discharging between
windings when the tape is assembled into an operating coil. "This design is being considered
because it provides sufficient structural support to the mechanical stresses expected from
5-6 Tesla magnetic fields.

A major objective in the successful demonstration of a high-field magnet will be the
development of strong tlux pinning potentials in the superconducting films. 1t will be
necessary to pin magnetic fluxoids at defect sites with sutficient strength to resist the [orentz
forces induced by the driving currents. The free movement of fluxoids in the
superconducting wire tape will dissipate energy and pinch-ott critical current densitics
needed to operate in strong magnetic fields. The value of critical curreit densities in all
type-11 superconductors is strongly atfected by processing parameters and is not necessarly
an intrinsic property of the superconducting system. To achieve this aim significant research
will be dedicated to optimizing c-axis orientation of the films by adjusting deposition
parameters, and using other salt reactants or chemical binders in tabricating the precursor
films. The application of nuclear irradiation [7} and mechanical shock compression {8] can
improve flux pinning potentials and will be evaluated in this development as well

Finally, once large area films have been deposited onto the tape structure which have
suitable electrical properties, the spatial characteristics of currents flowing in these tilms
under applied magnetic tields will be measured. These measurements will be crucia to the
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determination of the optimal topological surface structure for the high-field magnet. This
work will be done with the MIT Francis Bitter National Magnet Laboratory in Cambridge,
MA. Once these properties have been assessed, a coil utilizing the wire tape in a pancake,
Bitter coil, or hybrid pancake-Bitter coil geometry will be designed 10 generate a 5-6 Tesla
field and tested.
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SAMPLE

1.D.

223-02
233-02
243-01
253-02
224-02
225-01

Table 1.

TABLE |

DESIRED ATOMIC
PERCENTAGES

Ba

28.57
25.00
2222
20.00
25.00
2222

Ca

28.57
37.50
'44.44
50.00
25.00
22.22

Cu

42.86
37.50
33.33
30.00
50.00
55.56

MEASURED ATOMIC SURFACE
PERCENTAGES UNI-
Ba Ca Cu FORMITY
30%+2 28%+2 42%+2 GOOD
28%+2 41%+2 30%+2 POOR
22%+1 46%+2 32%+2 GOOD
20%+1 48%+2 32%+2 GOOD
29%+2 29%+2 41%+2 POOR
26%+2 25%+2 48%+2 POOR

Stoichiometric control achieved by spraying nitrate precursors
dissolved in water and 20%-vo! glycerol on substrates heated to 260 C.

Table II-XRD orientation

POWDER PYROLYSIS RF SPUTTERING
(hkh) I/lo (hkl) I/1o (hkh) I/To
002/5 002/2 002/9
004/2 004/5
006/5 006/4 006/8
008/4
103/5
105/1
0010/9 0010/8 0010/9
107/87 107/3
110/2
200/100
118/14
119/5
205/5
0012/100 0012/100
210717
212/10
214/8
220/47
1011/1
200/2
1112/1
300/18
215/1
0018/25 0018/18
316/14

X-ray diffraction patterns for TloCaBasCuy. The preferential orientations ot a spray
pyrolyzed film prepared during Phase 1 is compared to those of an epitaxial rf-
sputtered film, (Yolchikawa, et al, Appl. Phys., July 18, 1988), and to the random
orientations of a powder sample, (Hermann, PHYS. REV.) LETT,, Vol. 60, No. 16,

1988).
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Figure 1. DTGA spectra of Cup(OH)3-NOj-the residue of aqueous Cu(NO3)2 dried
at 170 C.
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Figure 2. DTGA spectra of aqueous Cu(NO3)y dried at 170 C.
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Cu/Cu and Ba/Cu Ratios in Film and Solulion versus Subslrate Temperature
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Plate 1. SEM micrograph of a spray pyrolyzed Ba-Ca-Cu-O precursor prepared
using a water-only solution. (Magnification 1250 X).

Plate 2. SEM micrograph of a spray pyrolyzed Ba-Ca-Cu-O precursor prepared
using a 20%-vol ethanol/water solution. (Magnification 1250 X).
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Plate 3. SEM micrograph of a spray pyrolyzed Ba-Ca-Cu-O precursor prepared
using a 20%-vol glycerol/water solution. (Magnification 1250 X)

Plate 4. SEM micrograph of the submicron microstiucture of the grain granules in a
spray pyrolyzed Ba-Ca-Cu-O precursor film prepared using a 20%-vol
glycerol/water solution. Weak links connecting granuies limit high critical
current densities. (Magnification 12.9K X).
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Plate 5. SEM micrograph of a crack in a Ba-Ca-Cu-O precursor film lifting off from a
ytterium-stabilized zirconia substrate reveals the porosity of the preliminary
films. The high density of weak links in the films will have to be reduced to
obtain reasonable critical current densities. (Magnification 3.01 K X).

Plate 6. Backscattered electron SEM micrograph showing the baseline chemical
uniformity of the Ba-Ca-Cu-O precursor fim prepared using a 20%-vol
glycerol/water solution. (Magnification 321 X).
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The purpose of this session is to explore the interest of the magnetic bearing community in
applying superconductors to magnetic suspension systems and to discuss the issues related to these
applications. As most of you probably know, superconductors have good potential, at least
theoretically; the current density of superconductors is an order of magnitude or a couple of orders
of magnitude higher than the current density of copper. Typical values are about 10 Amps per
square millimeter versus about 100 Amps per square millimeter and flux densities are also fairly
high. The flux density of copper as used in magnetic bearings is limited by iron to about 2.3 Teslu
compared to the flux density of superconductors which could be demonstrated up to about 20 Tesla
for short samples but typically about 5 Tesla normally. So this theoretical potential could be
translated into some practical applications to improve performance. I think that this is the particular
motivation for this session. We have a panel that consists of people who I suppose most of you
know. On the right side we have Gerry Brown from NASA Lewis who was in the
superconductivity area about 30 years back dealing with superconducting magnets and Dr.
Abdelsalam from Madison Magnetics who has been working for the past 10 years on MSBS and
associated systems and on the left side we have Dr. Warren Kelliher from NASA Langley who is
working in the area of high T¢ superconductor development and applications, and on the left most
side we have David Eisenhaure, President of SatCon Corporation who has expertise in Low T¢
superconducting suspension applications. The way in which we thought we could organize this
panel discussion was to give some time to individual panel members to give us their views about
the applications and possible potentials of superconductors and then to have audience participation
for interactive discussion to identify other potential applications. We'll start with Gerry Brown to
talk about his views.

Gerald Brown

As far as applications go, I will note the ones that we are interested in at NASA Lewis
where cryogenic temperatures are inherently available, such as turbo pumps for perhaps the Space
Shuttle main engines or orbital transfer vehicles. Liquid hydrogen is the most attractive from a
temperature viewpoint because its way below the critical temperatures of the superconductors we
are talking about and also its perhaps the safer application. I'm not sure whether people are that
ready to accept heavy current windings in a lox pump where every metal present can become fuel.
We're also interested in vibration isolation in space at Lewis but because of the associated
cryogenic support that you would need with high temperature superconductors I don't really see
them as being applicable in that area except perhaps if you have a very large coarse isolation stage.
For instance if you were going to isolate the entire experiment payload bay; get a rough isolation at
that level where you could afford perhaps the cryogenic support system and then provide finer
isolation at the experiment level. One of the key problems of high T¢ superconductors (many have
already been mentioned), current density, looks as if it will come along. [ was talking to John
Steckly and he mentioned that there had been reports of current densities that rival that of NbTi,
Niobium Titanium. Structural integrity of the ceramics is often focused on but this is not a new
problem. It has always been assumed that the inter-metallics like Niobium-Tin and that sort of
compound would fail if you ever allowed the superconductor to go into tension so it's always a
prestressed compressive situation that you want this type of superconductor to be in. So that is not
an entirely new problem. The degree of the problem may be different. AC losses seem to me to be
a major consideration and these have been beaten for the lower temperature superconductors to the
extent that AC coils can be operated at power line frequencies. There are about three different
kinds of AC losses and they all respond to making finer filaments and twisting these filaments with
ever tighter pitches and transposing these filaments by twisted twist and so forth. Whether you can
actually manufacture the ceramic materials in this form is certainly not clear, we don't even have a
big bulk superconductor that's usable yet, but if we expect to carry any substantial component of
AC current in the supcrconductors these items will have to be faced up to. On the other hand, it's
been suggested by some of the people at the University of Wisconsin, Roger Boom and company,



that perhaps you don't need to carry the highest frequency components in the superconductor
itself. If you do have a normal sheath then that part of the Fourier analyzed current that is of high
frequency can perhaps be carried in the sheath and what is of low enough frequency to soak in
through the skin depths of that conductor could then be carried by the superconductor, so perhaps
you don't have to get the entire AC signal or AC current to soak clear into the core superconductor.
Then finally just harking back to the days of the old superconductors, it could take a long time.
From the time that people started showing really good current densities in short samples of
Niobium Titanium and Niobium Tin it was probably 10 years or more before we had decently
stable magnets that you could depend upon. So it won't happen over night in my opinion. As far
as the thing that's going to work first, I was very pleased to see what Dantam had presented a
couple of talks ago. Everybody's attracted to superconductors because they can produce so much
field and since force goes as the square of the field, if you can get five times as much field, say 10
Teslas as versus 2, it's very attractive, but the structural problem is substantial when you take that
big of an increase so I think that easiest first application is going to be just the replacement of
copper by superconductor as Dantam was talking about. In the first place the conductor is not
subjected to very much stress, the relative permeability of the iron or iron cobalt core gives some
indication of relative stress. In fact I guess it may even go as a square of that but the winding in an
iron core system doesn't see that much stress unless you try to bend it around a square corner or
something. Furthermore, the AC loss situation would be easier to handle there. One advantage
that Dantam didn't go into in his particular study is that you can push the core materials into the
saturated range if you have plenty of ampere turns to burn and I think that is an attractive thing that
could yield another factor of 2 on the load capacity. One further thing - people that come to this
discussion from superconductivity tend to think of big coils running at 10 Tesla and no core and
people that come from magnetic bearings tend to think of just replacing the copper windings. One
thing about using the cores is that you do not have much in the way of fringe field. The distance
that fringe fields go is going to be more in the order of the gap than of the coil diameters. Many
applications that we're interested in such as space applications, may be applications where
substantial fringe fields are unacceptable. Without a core it's hard to build a compensating set of
windings where the field doesn't project a long distance. If you did go with the pure higher
temperature windings without a core you can get pressures that rival the best that you can get in oil
films. I forget the numbers exactly, more than 2000 psi I'd say would be easy. At least the field
strength indicates you could get that much. If you are willing to put coils on the rotors you can not
only get attraction but also repulsion but again the fringe fields are worse. 1have already
mentioned the AC loss but one final thing before you actually go and design a high temperature
superconductor winding for liquid hydrogen temperature: [ think an analysis should be done to
determine whether high purity aluminum could do better. Somebody this morning or yesterday
mentioned that you can get resistance ratios between room temperature and hydrogen temperature
of 400) or better with very high purity aluminum so you really ought to check where you'd be better
off.

Dantum Rao

Thanks, Gerry, I would now like to hand it over to Moustafa to talk about his experience.
M - P’ A 1

Mine will be easier than Jerry because I'l talk about the Magnetic Suspension and Balance
Systems for example. This is where you have to use superconducting magnets for the support
system. If you try to use copper magnets the size would become too large and some of the
magnets would get away from the model so that you will not be able to use reasonable size
magnets for the wind tunnel. So T think the first application of low temperature superconductors
would be in large gap magnetic suspension and levitation and there I think that it would be a
mistake for somebody to wait for high temperature superconductors to use for those applications,
because as Gerry said, and I think that everybody agrees, that development just to make a
superconducting solenoid may be 10 years along the road, not something that will happen in the
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next couple of years. The gain that you will get there from high temperature superconductors
versus low temperature superconductors is not that great. You still have to use a cryogen to cool
the magnet and the structural supports are the same, so unless you can make the high temperature
superconductor material itself cheaper than low temperature superconductors, the gain there is not
necessarily that much. You gain some on the refrigeration power but that is most of what you get.
You know the comment about the aluminum for hydrogen temperature - you can use high-grade
aluminum. You could actually get down to 2000 resistance ratio for that current density and that,
with liquid Hydrogen, might be in the range of somewhere between 2 kiloamps per centimeter
squared and 4 kiloamps per centimeter squared depending on the size and where you can get the
surface cooling. The only problem that you find there is that the high-grade aluminum is very soft
so something has to be done to structurally support it. Another application where you have to, just
by nature, use superconductivity is for energy storage where you can just store energy in
superconducting coils and for that you can't use any other methods. You know you are forced to
use, just by the nature of the problem itself, superconducting material.

Dantam Rao
Thanks, Moustafa. Now I will turn it over to Warren.

Warren Kelliher

Thank you very much. Can I see a showing of hands of the people who attended the
Magnetic Suspension Workshop two years ago? Do we have any of the people here? Just a few
of you. One of the things that was outstanding to me is comparing the papers and the presentations
that we have today versus what we had there two years ago. Because two years ago the
announcements of these superconductors had just come out, you had the hype saying that they will
solve the world's problems etcera. Then we went into the dismay of finding that these materials
were not that easy to work with and everything else. What we have now is sort of a hard-core
group of people who are working with the engineering properties of these materials and putting
them into a fabricated shape so they can be put into magnets, both small and large gap type of
materials and the work is progressing quite well from what I can see because we've learned an
awful lot in those two years about what causes the high J¢s that are necessary for keeping these
materials in the superconducting state. We've got up to, in some of the single crystal materials, 100
amperes per square centimeter. It shows the possibilities, even in the bulk, of getting into
thousands of amperes per square centimeter and that's all we really need for most wire type
applications. One of the things that I disagree with a little bit on the MSBS is that we do have an
NTF tunnel here and that handles a cryogen and therefore you automatically have the cryogen to
run an MSBS system. However, going to a Helium-cooled system causes the cost to become very
prohibitive (a million dollars a day or something like that). So high T¢ material will provide a very
nice MSBS system, at least for the NTF tunnel here, that will be able to support the model and get
rid of the interferences associated with the sting. One of the persons that attended two years ago
was Dr. Jack Crowe. [ was hoping that he would be able to show up this time but he couldn't.

He is in Florida state right now and is now Head of the Magnetics Institute. | hope the problem is
solved there between Boston and Florida but this is again its thought of focusing some of the
activities in the superconductor materials towards the magnetics field and [ see much more of that
going to take place in the future. The high T materials are going to find much more practical use
as a magnetic material in the future.

Dantam Rao

Thanks Warren. I think we appreciate your comments on real world applications and how
far we are today towards these real world applications. Now, I would like to turn it over to David.



David Eisent

As advertised, I'm Dave Eisenhaure and 1 am currently employed by SatCon Technology
Corporation up in Cambridge, right down the street from the magnet lab that's in question. In fact
we can talk to the people during lunch hour and get their views on the whole problem. SatCon
specializes in magnetic bearing and suspension systems; we've worked with both conventional

magnetic bearings and superconducting bearings and suspensions. In fact the linear optical disc
bearing in the back of the room is one of our products - just to get in a little advertisement while
I'm up here and got the mike. What I thought I would do, since I didn't bring any viewgraphs, is
tell you a little bit about some of our experiences with superconducting magnetic bearings and what
drove us down that path and what really created the need. I think our experience may be very
typical of other applications. I think it was four and a half years ago when we received a contract
to design an electromagnetic actuation system for laser radar mirrors. For people who aren't
familiar with them, these are extremely agile mirrors; they weigh several hundred pounds; they take
two to three hundred kilowatts to drive them; and they require control frequencies as high as 400
Hertz. The typical approach to that problem is hydraulic. That's the "competition” in this
application. The problem is that if you lose a drop or two of that hydraulic fluid you ruin the
optical surface in the mirror so there's a lot of need to goto a magnetic suspension and drive
system, or there's a lot of belief that going that way will eliminate some of these problems. The
difficulty is when you begin to look into that problem you find out that the inertias associated with
conventional soft iron magnetics suspending and driving these systems are $o high that you can't
meet the system performance specifications. You basically can't drive the actuators themselves
even without the laser radar mirror attached. We began looking at superconducting magnetic
suspensions and drives and these superconducting suspensions and drives were basically
superconducting fields coupled with either normal conducting or hyperconjucting armatures.
What we found out by going down that path was that with normal conduct ng armatures we could
basically beat the specific performance requirements of hydraulics by a little bit and with
hyperconducting armatures we could beat them by a lot. Since then we've had several additional
hyperconducting laser radar mirror development programs and we've extended that technology to
the advanced concept CMG that Jim Downer reported on yesterday. 1 think one thing to keep n
mind is the comment that Pat Wolke made during his talk describing the different kinds of actuators
that are available and which can be built for magnetic suspension and torqiing systems. I think
you know that when you're developing superconducting systems you have the same options.
Every one of those actuators has a superconducting analog and perhaps you have even more
because it is not necessary to use iron in all of these applications because of the very high current
densities. I have been to a number of these magnetic bearing and suspension conferences and now
we're kind of talking about a niche within a niche here because we'e talking about
superconducting magnetic bearings within the general realm of magnetic bearings and suspensio s
and if you look at majnetic bearings and suspensions in general it's kind of a niche techrology.
It's emerging and the >lace that it can attract research and development funds are the areas wher
it's either an enabling technology (you can't do it any other way) or just has an overwhel:ning
advantage to conventional technologies. It's got to be a lot better than the way it's currently being
done or nobody's going to do it and for magnetic bearings you see a few of those places being
found right now. It's happening in canned pumps, it's happening in certain specialized kinds of
compressers. Some people believe it's happening in attitude control wheels and in some parts of
the world it's happening in machine tool spindles for extremely high speed very precise machining.
I think by looking at 1ow that's happening with conventional magnetic bearings and suspensions,
you can look at the p oblem and say: where can we really use superconducting suspensions -
where they have a un que place in the world and there are some areas. One area is the application
that we found for hig 1 performance CMGs, laser radar mirrors, those kinds of very high specific
performance requirerients. That same kind of requirement is what's driving the people that are
trying to build Gigaw att size power systems on space or to put multi-thousand horsepower
electrical drives in submarines. They want to make them small, compact, and light. On the other
side of things, there are some people that want to build rotating machinery with microwatt kinds of
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power levels that they're going to send to Neptune or something and maybe the zero resistivity
requirements of superconductivity will enable that. Maybe it's hard to build that machinery with
conventional technology. There's a couple of things that haven't been mentioned here (Dave
Trumper mentioned it a little bit) that is related to very precise positioning systems. One thing you
don't usually think about in servo systems, because usually you're being buffeted by everything,
is the internal noise in these systems. If you're building a very quiet, very precise positioning
system, what you may find is that the Johnson noise in the actuators is the predominant noise
source in the system. Well, superconductors give you a mechanism to eliminate that. I think,
along the same lines in very many precise stable systems, like perhaps electron microscope slides,
where people are talking about positioning accuracies of an angstrom or better, introducing any
heat into those systems is a big problem. You don't have the stability in the materials if you're
introducing milliwatts or higher levels of heat and superconductivity provides an enabling
mechanism for that kind of a problem. I think one of the things that a group like this can do is to
provide some guidance to designers like myself as far as what are the applications that are really
needed and what are the requirements for those applications. What should we be designing and
why and that's all I have to say, Thank you.

Dantam Rao

Thanks, Dave. Now, I have a few words to say about the experience that we have at MTL
We have, of course, had a couple of contracts dealing with superconducting applications from SDI
and NASA and basically the object of the study was to identify potential applications in SDI
systems where superconductors could form a good marriage with the system requirements. I isa
rather difficult study because of the fact that, as you know, most of the SDI systems are politically
oriented - they change from day to day and what you see today in the newspaper may not be found
the next day. Within that kind of uncertainty we did in fact study the Phasc I architecture of SDI
systems and found that there is a certain scope where the cryogenic fluids are naturally available
within the system. Basically, in the space based engines, that is the power engines where the
cryogenic turbo machinery exists and the cryogenic turbo machinery already has liquid hydrogen
available as a fuel. That is one potential application. The other applications which we feel are
there, as was pointed out earlier, the space shuttle main engine hydrogen turbo pump and similar
turbo pumps that are being planned. The liquid hydrogen is already available and there is a good
marriage between the requirements of the superconductor with the applications needs. The
application demands that the bearing should be very stiff and high load. The high load and the
high stiffness requirements are normally met now by rolling element bearings and it is difficult to
meet the same requirements by any other bearing other than a very high stiffness superconduciing
bearing. In addition to that I may digress a little at this stage to say that when I looked into the
applications I saw the basic trends in the world and I saw a divergence in the trends between v hat
Japan does and what the United States does. The Japanese, most of the time, focus mostly on the
commercial multi-unit kind of applications where the research dollars are spread over a number of
units so that the people will benefit. They probably start to identify an application right at a top
level where people will use it, mass produce it, and then develop the technology from that state
whereas in the United States I see that most of the applications are targeted at one-of-a-kind
applications and the research dollars that the government spends are concentrated on that
application and there is actually a problem there. Let me assure you that is basically a socio-
economic issue which probably some other audience member could comment on The other
applications which we would have in mind - I think most of you are aware of the magnetically
levitated trains where superconductors are used by the Japanese to levitate the entire train. You can
consider that as basically a 5 degree-of-freedom controlled magnetic bearing except for the fact that
the particular device is driven by a linear motor. Instead, the rotary bearings are driven by some
prime mover, except for that difference the superconductors are being used there and the advaniage
of the superconductors there is that they open the gaps quite substantially because of the higher
ampere turns that are generated by the superconductors. They use an eddy current levitation mode
there and that could be a basic technology which the United States could adopt if the Maglev Trains
come around here. The third application I think, which probably some of the members of the



audience are aware of, potentially multi-unit applications, are Cryo-coolers where current Cryo-
cooler bearings are right now either rolling element bearings or gas bearings. [ believe that there is
a potential for the high T superconductors playing a role in the sense that they could levitate the
rotating shaft permanently. Once it is levitated it could run without contact and that would reduce
the wear and the power requirements. Right now the gas bearings they use in the Cryo- coolers
are limited by the very short clearances - roughly they are under about a 12 micron clearance. You
could see that the wear and tear potential is very high there with the gas bearings and the high T
passive bearings could be probably be an application there. The other applications which I think
somne of the members of the audience are already dealing with are the MSBS suspension systems
and micro-g isolators. 1 think there we probably need some participation from the members where
we could extend the applications into potential space devices. With this I'll turn over the floor to
the members of the audience and invite them to participate in the discussion.

Pat Wolke -Honeywell

Just another chance to editorialize little bit 1 guess but to reiterate what Dave said these
applications have to be enabling technologies, or something where you get a significant
performance increase and I would be wary about overselling the capabilities of some of these
devices. Maybe in the realm of spacecraft applications we talked about ball bearings having a
limited life and wear out mechanisms. One of the key wearout mechanisms is eventual loss of
lubrication and I see in superconductivity that you also have effectively a consumable in the
cryogen and if we talk about applications where they've got a lot of liquid hydrogen onboard
anyway, all for this other stuff, we've got it available for us. Well typically, in control applications
where you might be t sing magnetic bearings, those are operational for the entire life of the
spacecraft and the other consumables are sitting ready for a particular application. They don't want
to pop the canister for those. Once you pop the can you can't reseal it, it leaks. So that
consumable that you have is part of your control system and must be included in calculations of the
lifetime of your device, so we have to be careful about overselling these things, getting people too
excited and then being basically disappointed at the end. We have to be realistic up front and
include all of the things that are necessary in the system.

Dantam Rao

Thanks, Dave, it is your turn to answer the question.

Dave Eisenhaure

I get to answer that? Yes, 1 agree and 1 think we see two kinds of things; one thing is
people are going to send up satellites that they really need and they are going to get data back from
those; the other is the kind of thing we see at SDI and that is where some grandiose Battle Station
is going to be built in the sky and that may never happen. 1 guess there are two levels. My
thought was that superconductivity is a niche within a niche. T personally think that for a lot of
spacecraft applications, conventional room temperature bearings without superconductors are: just
fine. It is not at all that clear you need superconductors to do those things. If you go down the
path a little bit and you say, "we have some applications where we really need superconductors,
we have to build a torquer that weighs 5 pounds and produces 4-5000 foot/pounds of torque in a
direct drive application,” maybe what we need is & space-rated refrigerator to really use these
things. That's what the people that are trying to put superconducting electric drives into ships
believe. They believe that one of the critical pieccs of equipment they need in order to use these
guys is a refrigerator and whether that refrigerator makes 70 degree Kelvin or whether it makes 4,
it's a critical part and we don't have it. You can buy it for your lab, but you can't buy one to put in
a ship and you certainly don't have one that can fly. Now, maybe magnetic bearings, either
superconducting or maybe not superconducting are a part of that system, and you know, I'm a
little bit prejudiced and I think that perhaps they are, but you know that's one of the things that has
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to be thought about. If this is going to happen, that's one of the pieces that has to be done and
someone has to do it and someone has to pay for it.

Dantam Rao

Thanks, Dave. I think that I'm going to offer a small comment on that. I would tend to
agree with Pat's comment that there might be a likelihood of overselling, because of the fact that
for over the past 50 years of activity in the superconductivity area we have a very few mature
applications where the dynamic environment is involved. One particular application where the
experience was gathered over 15-20 years that comes to my mind was the superconducting
alternator program and the government spent a lot of money on that program and the only
comments [ heard from the funding agencies were that the multimegawatt alternators haven't
produced a single watt.

ald Br

Just one quickie, in some missions the cryogen may not be a consumable. If it's supposed
to last long enough so that they've found a refrigerator is better than just a certain amount of
storage, then you're just using power instead of the fluid.

hn lv - In i ration

I'd just like to make a comment. When you mention the superconducting alternator, 1 think
that this is certainly one area that has been explored. However, magnetic resonance imaging is an
area where superconductors are being applied on a commercial basis. It's the largest single
commercial application of superconductivity. For those of you who are older you probably know
what it's all about, for those younger fellows that don't need to have MRI scans this is a Computer
Tomography (CT) type device and you use 1 meter bore superconducting magnets. Now these
didn't show up all of a sudden fully developed. You needed to have extremely high uniformity,
measured in parts per million. You had to have magnets that didn't decay to better than one part in
ten to the seventh per hour and you also needed to have a refrigeration system that was compatible
with use in a hospital. Now, I think that this goes back to the system comment, you need all of
this in order to make it work, plus you have to have it economical. You can't just have somebody
that wants to use superconducting wire for MRI because it just won't work. You have to use the
wire that's available with the cryogenics system that exists now with a cryostat and with the costs
that it takes to assemble all of this. I think again that this is the reason magnetic resonance imaging
is a viable application today. I think that any other application needs all of these elements. The
other area that's very successful, again it's not quite as difficult, is high energy physics. They
make large accelerators; there's 1000 superconducting magnets that are operating at Fermilab that
have been operating for the better part of a decade and there's the supercollider which is just in the
process of being started in Texas that will have 12000 superconducting magnets. All very
successful applications of superconductivity, but again, it involves cryogenics, it involves
magnetic design that is particular to that application and the correct economics, and I think that
when you have that the application will work.

Dantam Rao
Would anybody like to add to what John said?

I think I agree with John, that if you have the application, you don't wait and I think that
this was part of that recommendation that I will offer. For example, for MR, if we waited until
we had high temperature superconducting wires to make the magnets, we would still be waiting.
And at the same time, we would have lost all the experience that we got along the way. Somebody



else might have built them. For space applications, let me add that since we have hydrogen on the
space station, it would make sense to use high temperature superconductor energy storage. Since
you are not going to pay for the refrigerant, you know for hydrogen you can actually store it in the
system and you can use the magnetic energy storage system instead of batteries in space. There are
some studies that use toroids, in that case, you don't have any stray fields on the station and you
can actually store energy there and it's weight effective compared to other systems. Another area
for the high temperature superconductor that I think can probably be done soon, is the leads for
low temperature superconductors. A major part of the losses for low temperature
superconductors, especially for magnets, is the leads for those magnets, I'm talking about for
example MSBS where you have to have the leads connected all the time for control and then if you
can make those leads high temperature superconductor then you can decrease a lot of the
refrigeration power that you need for that.

Dantam Rao

Thanks, Moustafa. Regarding John's comment, I think that I would fully agree with what
John said, that the current experience of superconducting magnets is quite extensive, that is we
have very mature and technologically proven applications; as he pointed out, there are quite a lot of
MRI systems which are being used all of the time. The superconducting supercollider is one of the
systems that is being projected and an MSBS system could probably be one of the potential
applications but what I was trying to point out when 1 selected the cryo-alternator or
superconducting alternator for my comments was that in my mind when we are dealing with
magnetic suspensions we are dealing with mechanical devices and when the mechanical devices are
rotating or vibrating or whatever, they are distinctly different from steady-state devices like MRI
and superconducting supercolliders. Its dynamic machines that we are dealing with and their
dynamic environment. The distinct and unique opportunity that the superconducting community
had to demonstrate the utility of the superconductors in a dynamic environi ient was the
superconducting alternator and that was the only system | thought could be compatible with the
magnetic suspension requirements which the superconductors may face in the future if we think of
inserting the superconductors into mechanical sysiems.

H hris - University of Virgini

I have a question for the panel concemning superconductivity in magnetic bearings for
rotating machinery. In most of the magnetic bearings with rotating machinery today they are using

switching amplifiers as the power amplifier, to save power again, and of course these switching
amplifiers work at frequencies from 20 kilohertz up to 100 kilohertz, and I can just imagine the AC
losses involved at these frequencies. Is this going to be a real problem?

Let me comment on that. I think that there are 3-4 ways in which we could see the
superconductors inserted into magnetic bearings. One approach was, which Gerry Brown
probably feels comfortable with, and I also feel comfortable, was immediate insertion by replacing
the copper by superconductors. That is an approach which could be viable. If you do that then
you are going to face the problem which you mentioned but there are alternative approaches. That
is, instead of trying to expose the superconductors to high frequencies you can design the flux
circuit such that the superconductors will act as permanent magnets in persistent current mode and
the flux circuit is away from the alternating fields in a decoupled mode. If you do that then you can
avoid the problem.
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Bob Humphris
In that case, what would be the advantage of superconductivity over a permanent magnet
bias?

Dantam Rao

Okay, there I think the answer is that permanent magnets have a maximum flux-density of
1.3 Tesla whereas the magnetic materials saturate at around about 2.3 Tesla. There's a difference
of 1 Tesla, so probably the superconductors could play a role by increasing the bias flux-density.

-identifi

I'm intrigued by the idea of energy storage that was alluded to a little bit ago. Maybe this is
slightly out of the field which you're discussing here, can somebody give me a thumbnail sketch of
what you're alluding to?

Moustafa Abdelsalam

Okay, there was a study at the University of Wisconsin, on superconducting magnetic
energy storage for space applications, where you can ship toroids, D-shaped toroids, to the space
station and use them to store energy. What you do there is like a persistent mode clectromagnet,
where you have the current flowing all of the time in the electromagnet. You are storing the energy
as a magnetic field and you can draw in and take part of that energy, you can charge and discharge
the electromagnet. It works much like a battery except that you are storing the energy as a
magnetic field not as a chemical reaction and actually there is a Defense Nuclear Agency (DNA)
Phase I contract study on building 20 megawatt hour superconducting magietic energy storage.
That's for utility applications where you level the utility power. You charge it over night where
you don't have much load for the utility and discharge it during the day when you have a peak load
and this way you can level the load on the utility. The first phase of this study was just submitted,
I think, in August, beginning of August of this year and DNA is studying two designs and I think
that sometime next year DNA will decide which design is going to be built for the next four years
so that's Phase II of the study.

Kirk Logsdon

I had a question for the panel. Given the practical limitations of keeping flux contained in
the circuit and not spewing all over the place in certain applications, does anyone on the panel feel
that research on better soft magnetic materials should be pursued in light of the superconducting
coils that we have potentially coming on the scene some day?

I don't know, maybe I'll try to answer that question. It depends upon the system which
you have in mind. If you have in mind aerospace systems, at least the systems that I have come
across - the SDI space systems, most of them are extremely sensitive to flux lines. Let me back
up. Ithink that there are two types of systems in SDI. There are Sensor Systems which sense the
oncoming missile where they use infrared detectors. Those systems are very sensitive to magnetic
flux lines. There are Weapons Systems which throw the missiles on the oncoming missile and
those Weapons Systems may not be that sensitive, like lasers for example. But the Sensor
Systems are going to be quite sensitive to flux lines. One way of containing the flux lines is soft
magnetic materials as you were suggesting. The other way could be using the superconductor in a
diamagnetic mode, which could probably be attractive, I don't know. Probably there is a need to
see the system tradeoff between the weight of a diamagnetic shield versus the weight of the



magnetic material shield. I think that is a systems study, every specific system has to be looked at
to see which approach looks better. The approach which we thought could be better is to channel
the flux, to solve that particular problem using iron, at least right in the beg nning.

- n jonal

We did a study a couple of years ago on applications of superconductors and high
temperature superconductors to transportation, and one of the things that we looked at was the
question of SMES, Superconducting Magnetic Energy Storage, and what we found was that in
terms of the amount of energy that you could store per unit weight you simply cannot beat a battery
for storing energy. There's no way around it, the mechanical stresses are sufficiently great that by
the time you include the components necessary to retain the magnet form, and it gets even worse in
the case of a toroid, that you simply cannot beat the battery. But there are certain cases under
which you can beat a battery and it therefore becomes the same question that was raised before and
that is what are the special applications where superconductivity does provide some benefit. It
does not provide benefit in terms of energy per unit mass stored, but it does provide benefits in
terms of how fast you can charge the system, how fast you can discharge it, how many cycles you
can go through. Chemical batteries are very bad, notoriously bad, when you try to charge them
very fast, discharge them very fast, or expose them to many deep cycles. If the superconducting
coil is properly designed you can charge it fast, discharge it fast, and recycle it many, many times
provided the mechanical stresses can be properly accounted for. So there may be applications in
the space environment, as there are on the ground, where you can take advantage in that regard,
but don't be mislead by the notion that you can beat a battery for energy storage per unit mass,
because to our knowledge, at least at the present time, it can't be done.

Dantam Rao

Yes, that is an interesting observation, and I think that Moustafa would be the right person
to answer the questions raised. I'm aware that the sponsor to the SMES project had the object of
demonstrating the trade-off between the energy storage device versus batteries by experiments.
Probably Moustafa would be able to add something more to that.

Moustaf: lam

I tend to agree with you. I'm talking about power pcr unit mass. If you try to get a certain
level of power from batteries, you will not be able to do it. You will have an energy storage
magnet to do that. Its not energy per unit mass. I should have mentioned that.

David Eisenhaure

One of the things that hasn't been mentioned too much today and which we hear about in
the newspapers is the need to ground-test large space structures and | hear stories about NASA and
other agencies flying larger and larger space structures and the question of how these things can be
ground-tested and how you simulate a space environment. There hasn't been much discussion of
that here and it seems like we're probably at the right NASA Center to discuss that. I was
wondering if any of the NASA people could comment on what the needs are and whether some of
these large gap suspensions would be applicable to that task?

Dantam Rao

I think the comment is open to NASA personnel here.
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Nelson Groom - NASA Langley Research Center

Well, in answer to that question, I think that there arg applications jor magnetic suspension
to ground tests. As you pointed out, ground testing is very important. There are problems testing
anything on the ground, as you know, but with large space structures, it is even more so. The less
influence that you have on a structure, the better off you are, so the answer is yes.

John Murphy. Rockwell

I'd like to comment on current space vehicle design and currently it s influenced very
heavily by the propulsion system and currently we think that the HO propulsion system
(Hydrogen-Oxygen) is the best for specific impulse. There are other servicing fluids that we could
pick, but for other reasons, the current design is for that. That leads you to hydrogen and oxygen
in a cryogenic form or a slush form with high density fuel cells that we currently know about
through Air Force technology. It looks like superconducting technology as a complement to that is
very applicable to future space vehicle design and I have alluded to this with several of the speakers
but it is certainly a fertile area that we should explore for future space vehicle design, specifically
for SEI or interplanetary application where maintenance becomes a big problem and in-flight
maintenance becomes a reality which you must address.

Dantam Rao

I tend to agree with what we tentatively conclude in our SDI sponsored study - that is
basically liquid hydrogen was one of the most abundant fluids in the SDI systems and maybe the
applications could target liquid hydrogen temperatures. But instead of targeting an application like
that before you start experimenting with liquid hydrogen fluid straight away, maybe you could start
gaining experience by conducting demonstrations using liquid nitrogen at a higher temperature,
gaining experience then go down to liquid hydrogen. The two-tier approach could be a viable
approach to develop and demonstrate the technologies.

in Britcher - inion

[ have a comment. 1 guess I'm sort of a believer in technology demonstration exercises for
their own sake. I think that is a throwback to the early operations of NASA where they built X-
Aircraft because they were kind of nifty things to build. (They learned an awful lot on the way of
course.) I guess the LGMSS experiment that was described this morning counts as a technology
demonstration exercise and I got the impression from Pierre DeRochemont that there was some
effort to build a high temperature superconducting magnet with the National Magnet Lab, which
may also qualify. Are there other efforts underway or should there be other efforts underway? Is it
the right time for people to try to build large magnets that can carry high AC currents, that kind of
thing?

Dantam Rao

If I understand your question, I think the question was--are there applications other than the
MSBS for the large magnets--am I right?

No. The question is: should people be trying to do technology demonstration exercises;
build hardware almest for its own sake, just to show the practicality of using superconductors on
large scales or for ursteady load applications or for large force applications, that kind of thing.



Dantam Rao

I don't know. My comment may sound personal but the research dollars available are
rather stringent unless a specific application is targeted. It will be very difficult to get funding to
start demonstrating that High-T¢ magnets or Low-T magnets could be used for a specific dynamic
environment. I think that maybe my comment is to target the application first, to understand the
dynamic environment, then try to simulate the dynamic environment, simultaneously keeping in
mind that there could be a potential payoff. Payoff is very critical to demonstrate that the dollars
are spent wisely. I think that a rather difficult issue is to see that payoff. In superconductors most
of the current payoffs come from paper studies but unless it is demonstrated it is difficult to have
the continued funding from the government.

I have another perspective on that. If you look at some of this technology, conventional
magnetic bearings have been around for about 50 years and you could build quite nice ones for the
last 20 and the question is--why aren't they flying? Why can't you get a program manager 1o put
them on his spacecraft or into his submarine or whatever? I think that the other view is you know
no one believes paper studies. If you are going to put things in space, put them into real systems.
You have to do some demonstrations. I agree with you. I think you've got to build some things
and you've got to fail a few times and if you do that, you are really going to demonstrate the
technology that people will helieve. The question of how you get the research dollars vectored into
those programs, I don't know, 1 think that's an institutional problem and I think you have to figure
out a way that all the money just doesn't go into funding, that some of the money is kept out and
some of these things we're going to do. S0 I belicve what you said, that's a good thing and it
should happen.

John Murphy

David, to comment that the next flight vehicle that 1s a good candidate for demonstration 1s
the X-30, the NASP experimental vehicle, that is due to come on line in about 1997 to the year
2005, to demonstrate some of the space application for this new complementary technology.

hn Stekl

I just wanted to make a comment on the fact that low temperature superconductors have
been developed recently with very low filament sizes using matrices that are resistive rather than
copper and these have been developed in order to be used at power frequencies, for things ke
transformers, power control equipment, and again these are available today. You can't buy them
in the same sense you can buy Niobium-Titanium but they arc available for a few individual
magnets and I think certainly for some of the applications here. [ think it makes a lot of sens¢ to
see how these operate before you getup into very large sizes. 1think you need some expernence.
Generally the losses are frequency dependent, only so much per cycle, and these conductors
typically operate reasonably well up to fields of about one Tesli (AC operation).

Dexter Johnson, NASA Lewis

I've only been on board with NASA Lewis for about 4 weeks now and I'm just gettl 1g into
learning about magnetic applications and so forth but I was a NASA Fellow and I did my M.isters
thesis research here at NASA Langley. Justto address your inquiry into the suspension of large
space structures, earth-bound testing and so forth. My Masters thests had to do with trying to
minimize the dynamics which you have coupling to the suspension system, in which you're doing
testing on an earth-bound structure. I see from my experience that most of the work that has been
done has been passive applications. My particular work was active, and I could see very well
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where magnetic bearings or magnetic actuation could play a part. Some of the other things that
have been used have been air tables and that type of thing, although those have caused problems.
I'm sure that magnetic suspension could very well be used and it's a big area that magnetic
suspension could be applied to.

David Eisent

Where did you do your thesis?

Dexter Johnson

In the Structural Dynamics Branch, but now it's Spacecraft Dynamics Branch here at
Langley and I did it with the University of Buffalo.

Dantam Rao

Are there questions? [ think we have stretched it a little bit beyond our scheduled time,
because it's tea time. Anyway I hope you are very, very thirsty. In conclusion, I would like to
thank all of the audience who participated in the discussion and hope we have increased the
awareness of superconductors in the magnetic bearing community and that the next time that we
meet, we will have the opportunity of listening to more presentations where superconductors have
been used in bearings or suspensions or similar devices. Thanks very much.
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DEVELOPMENT and DESIGN of a MAGNETIC INERTIALLY REFERENCED ISOLATION
SYSTEM for MICROGRAVITY EXPERIMENTATION

Kirk Logsdon, Carlos M. Grodsinsky
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Mail Stop 23-3
Cleveland

OlF 4135

643



Aiewuwng g

s)insay Aleulwjald -

walsAs adAjojold -

wiiojie|d uone|os| jo uoneinbiyuon jemydasuosn -
walsAs uole|os) dnjaubepy jeilaau] anndy Jo ubisaqg ‘v

|04JU0) d1laubey pasualajay Ajjentauj e
walsAs uollejos| anaubepy jendau] aAnoy jo yuawdojanaag g

sabejueapesiq -
sabejueApy -
uoljejosj d1laubey aAnoyY 2

JuswiuoliAug Jeioaoedsg .
$321N0S UOI}RIQIA -
uoinanposiul ‘L

ajeli010a1@ swaisAg b4 aseds

as4ds

J8JUd) Yyoieasay Siman

VSVN

NOISIAIA SINIWIHIdXT 3OVdS

6444



wawdinba Aupioey olweuAp Jayio pue ‘siojow ‘sduind :juswdinb3g pieog up -
(zH .01 <) Aouanbaiy ybiH-wnipay

uonop dnoqoy -
|[ou0) spmmy -
UOIIOW Mal1) -
aeuuauy
shelly iejog
sjuawal3g 9jqixa|4 abie -
(zH 01 01:.01) Aouanbaiq mo

ung
Buimala ease aoepuns pajosfoid jo uonouny :ainssaid uoloud

Aineab
JO 19JudJ 13440 0] dOUBISIP JO UOIIIUN} :judIpeI) AlIARIE) -

BaJle 9Jeuns
pue suonipuod dusydsowie jo uonoun) :Heiq olweuApoiay o

(ZH¢-01 01 HQ) oneis-1Isend

‘ZH ,01 < 01 dn 9Qg wouy ‘sbues Aouanbaiy Aq paziiobeles ale s92.n0s 9say} "UOIILIS WOPIaL]
ayi aininy ayl ul pue (S1S) walisAs uoneuodsues) aseds ayy uo Juasasd $394N0S UOHBIGIA

81e1010011(q SWaSAS b4 aoedg

191U Yo1easay Sima

Q w L m NOISIAIQ SINIWIHIdXT FOVdS <m/\2

645



‘salouanbayy
OliSLI9loBIRYD 118y} S8SI9A S30oURQIN)SIP SNOLIBA JO Sapnjiubew saAlb 1014

(z1)) fouonbau.g Goq

i 0 ¢ p-

TIraeeR

4238 gesmr 1 nges g WOV Vian

G tzhs et ad 0-
T

qelooedg \A
uo ""3Inseop
/,

uof201iQ

Ymosn jeiskin
c1Jejnoipuadiod —m’

Al

ymoJo jeiskin
10 uonooNg

(1aburynis)
sadueqinisiqg Alojej1asQ onewoIyd0UOl 10} 92Ua.3]0] [9Ad7]-H)

3je1010a11q swalsAs b4 aoseds

as4ds

18jua) yoleasay sima

VSVN

NOISIAIA SINIWIHIdXT FOVdS

646



sasse|\ peojAed snoueA o) 3jqeidepy
saoueqinisig aseg pue 103aliqg Jo uolle|os|

aje1012395a swasAs b4 aoeds

ads4ds

Alxsjdwon 1sjealy) -
sabejueapesiqg

peo 19pun Bulsiuan peojAed

Aujigedes jonuo) ,aAndepy,,
Buidweq pue ssauils ajqeliep

sabejueapy

‘speojAed aAllisuas 1o}
uonoafal soueqinisip ul sabejueape swalsAs uonejosi dlldubew aAldy

NOISIAIQ SLNIWIHIdXT FOVdS

I2WUTD |Y21easaY SiMa

VSVN

647



p P p AP
0=(n-X))} + -==--- O+ < mmemen - e >+ mommeee w
np np Xp XzP -
L J N j 2 H s
:Uole|os] [eliaul yumn "
W
T AP “ a
0=(N-X) +< =-=mn= = =mm- D w X
np Xp XzP g

:UOI}B[OS| [elau] oYUM

‘peojAed pajejos] paosualisjal Ajjentaul ue o) yoeoidde jenjdaosuod ayy
Bunesisuowap uonow jo uonenba |eijuaiajjip wopaaly-jo-aaibap auQ

d49jUlaD YJleasaYy SimaT

VSVN

alel0)9911q swaisAs b4 aosedg

ads4ds

NOISIAIG SINIWIHIdX3 FOVdS

6438



3)eJ0)031ig swaisAs b4 soedg

ads4ds

4377041H0D

(N = X'X3)=4

AT

x+mu+mwz

My
U/

(ZONVEYNLSIO) n

L

A

WH041Vd

NOISIAId SINIWIHIdXT FOVdS

‘walsAs |04ju0D

peojAed paosualajal Ajjentaul jo weibeip ¥o00|q wopa3aij-jo-aa1bap auQ

19JUdY YIILISAY SiMaT]

VSVN

640



YO0 AONINO Y T WRDICK RALONON

Un/a CADNING 194 YN ISK WIONON

‘wialsAs annoe

91e1012311Q SWalsAS 1ybi4 9oedg

ds4ds

one 9 14 s 9 U oL 3 m oz 19 a2 it awet rnt 1o
RN IR AN L T \ (ITTTTT AN A A B G 12 IR b
. r/ z// ; \
N N 1 . s
R NR // N\ 1
/, ,/ //, . o L
. AN N ez
/, \ //, //,rl T |m~ Q.,
mm ,//_. \V\\\v, W
= R \\ —12 =
= Wy =
o (I h
= 0 |
= 1 "
: I El
< !'l“
-~ 0l

SIAHND ALIMIGISSINSNYHL ¥OVEa33d JAILYIIH  SIAHND ALITIGISSINSNYYHL ONIdWYQ TVILHINI

paduaiajal Ajaaliejas e 0} paleduiod se wasAs 104u09

Wwopaauy-jo-aaibap auo padwep Ajjensaul ue jo saaInd Aujiqissiwsuel

121Ud) Yyaleoasay Sima

VSVN

NOISIAIQ SININIHIdXT FOVdS

650



‘wiojje|d uollejos! wopaaly-j0-33ibap xis e jo uoneinbiyuoo jenjdasuo)

1

91e1012341Q SWasAS 1yb4 eoeds

ads4ds

NOISIAIA SINIWIHIdXT FOVdS

121Ua) YIIBIS9Y SIMmaT

V5SVN

651

OF POOR QUALITY

ORICINAL PAGE i3S



TH/CHKD ISIXV-A

000c"¢ ZH w eotooy
SN S 1 1 1 ! IS S S 00
T3y
u
~00°06¢
ONYJXd 007 V& . ¢ J3dsS ¥
goaed’ e it u 00°o00k
| ) L L 1 ) ) L s | 00
1< T ov3ad
n
007062
CHYJY3 00F  V# T 02dS ¥

‘uoijeinbipuod Wopsaly-jo-aalbap aaly) e Jo synsal uonejosi Aleulwijaid

91e40)23.11Q SWaIsSAS b4 aoeds

as4dSs

i91U3] YIieasay SimaTy

VSVN

NOISIAIA SINIWIHIdXT FOVdS




-doo] [011U0D Yorqpaa} ay} Ul Spoylaw }oeqpaas} buisuas
snouieA Buisn Aq paidepe aq ued walsAs ay) jo asuodsay g

‘Ajpoe} Joddns uoljejuawiladxa
Auaeibolo1wl e se pasn aq ued ‘sny} pue suolleinbyuod
peojAed [e1oAas 10} paubisap agq ued SwWalsAs uole|ost ARIY Y

‘JUBWIUOJIAUS JIWRUApP e Wwol} ssew ay) ajdnodap 0} J8p.Jo ul
uonewojul pasuas Ajjensaul asn o} swaishs jo AllIqy ¢

‘JUsWUO4IAUS wopuel e ul peojAed e ajejosi Ajlewndo
0} pa||o41uo9d AjoAindepe aq ued swalsAs onaubew aAldY ¢

"salouanbalj moj je uoije|osl
ano.dwi Ajjenuelsqns ued swalsAs opjeubew aAldY I

AHVINNNS

21e10}0241q SWaISAS b4 9oedsg

ds4ds

131Ud9 U21easay SimMan

V5SVN

NOISIAIA SLNIWIHIdXT OVdS

653



6ind




ACTIVE VIBRATION ISOLATION MOUNTS

H. Ming Chen, Richard Dorman, Donald Wilson
Mechanical Technology Incorporated
968 Albany-Shaker Road
Lathamn

NY 12110

655

PRECEDING PAGE BLANK NOT FILMED



Han

Active Vibration Isolation Mounts
By
H. Ming Chen
Richard Dorman

Donald Wilson

Abstract

Several approaches toward reduction of vibration from operating machinery to
ground through active electromagnet mounts are discussed. The basic approach
to active mount design is to take advantage of the force attenuation charac-
teristics of soft mechanical spring mounts and supplement their limitations
with an active electromagnetic system. Techniqués discussed include
vibration cancellation approaches, as well as a method of altering mount
stiffness and damping properties at the disturbing frequencies. Analytical
and experimental results are presented encompassing the magnitude of force

reduction and the stability characteristics of each technique.

Description of Figures

Figure 1

The advantages and capabilities of an active mount are summarized in th: tabu-

lation of Figure 1.

Figure 2

The objective ot the active mount as summarized in Figure 2 is to isolate
machinery or platforms from ground. This is accuomplished by sensing the force

transmitted to ground to drive an electromagnet.



Figure 3

This figure illustrates a typical mount using an elastomer to support the

weight and an electromagnet to provide dynamic forces.

Figure 4

Vibration control techniques to be reviewed include the use af filters to
control the stiffness and damping properties of the support (fixed or tracking

filters), or the use of an inverse transfer function.

Figure 5

The force transmissibility curve illustrates the reduction in transmitted
forces that can be achieved by altering the support stitfness and damping
properties. This figure also illustrates that the primary aldvantages of force

attenuation occur .1t the lower frequency range.

Figure 6

Figure 6 further illustrates the influence of stittness and damping modifica-

tions to the transi:issbility of forces through the mount.

Figure 7

Controls of the a:ztive mount depend upon adjusting Lhe stitftness and damping
of the electromagnet as a function of the transmitted torce as detected by a

force gage or load cell.



6

o8

Figures 14, 15

These figures refer to the technique used in developing an inverse transier
function. The test rig is excited with a sinusoidal signal to the electromag~
net. The amplitude and phase are recorded at the force gage relative to the
excitation. This information comprises the transfer function across the
mount. The control technique is to develop a similar amplitude and phase
function through a series of filter networks. A 180° phase inversion of thisg
signal will drive in opposition to the force gage signal and cancel the trans-

mitted force.

Figure 16

Figure 15 is a block diagram of the proposed filter network to create the

inverse transfer function.

Figures 17, 18

These figures illustrate the constructed circuit to duplicate the character-
istics of Figures l4 and 15. Tests are presently in progress to check out the

performance of this approach.
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Figures 8, 9, 10

These tigures illustrate a test rig used to demonstrate force attenuation
rechniques. In Figure 8, the mount supporting a vibration shaker is shown in
~he foreground. The control function is performed digitally in a desk-top
[(BM=PC. The control signal is amplified with a linear amplifier shown as the
hox alongside the rig. A close-up of the rig in Figure 9 shows the force gage
used as the control pickup. In Figure 10, the electromagnet is visible with

~he mount disassembled.

Figure 11

This figure shows the computer CRT screen and the software control commands.

Figure 12

In this figure, the real time vibration wave is shown above an FFT plot of the
vibration as picked up on the force gage. In this figure, the force gage 1=

inactive.
Figure 13
This is a repeat plot of Figure 13 with the active mount activated. The output

from the force sensor has been reduced from an amplituie of 0.3151 v. to

0.0252 v., as noted from the value of Y at the bottom ol the plots.

AGIAL PAGE S
- POOR OUALITY

Fats

659



T :AN914

oL IGe

dmyoeg Junopy aaissey sapinoid ubisa(g ejes|ie
Aauiyoepy aiweuAQ 1sopy yum pahjosay Ajseq

AiojeloqeT ui junopyy
18LUO}Se|g prepuels JanQ gp og< JO uonenusyy

aduequnisi(g O_ENC\AD 0] joe8Yy wﬂmC@mEO\:om_u

uoneuiquiog junopy onsubewosos)s
PUE Iauioise|3 buisn eseg Aisunpepy 8)e|0s|

}
'i

SIUNOY\ UOIIB|0S| aAI}OY

660



Mechanical Technology Incorporated

ACTIVE MAGNETIC ISOLATION MOUNTS

Objective:

Isolate Platform from Both Platform Induced

and Ground Induced Vibrations

Static and
Dynamic Loads

Method:
Sensor Driven, Actively Piatform \

Controlled Electromagnet _

to Cancel Dynamic Forces
17

t Dynamic Forces

Potential Benefit

15 to 1 Amplitude Reduction

Eliminate Multiple Rafting

Compatible with Current Mount Designs
New or Retrofit Capability

Applicable to a Variety of Platforms

FIGURE 2
661



Mechanical Technology Incorporatea

ACTIVE MAGNETIC ISOLATION MOUNTS

Approach:

e Electromagnetic Support in Parallel with
Existing Mount

e Elastomer/Spring Mount Carries
Gravity Load

® Electromagnet Reacts Dynamic Load Only

t Fcavity™ "Dynamic

) Platform

Active Elastomer Mount

Electromagnet 5

7z
i, Ground

Result

Minimize Size, Weight, and
Complexity of Active Mount

FIGURE 3
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Mechanical Technology Incorporated

ACTIVE MAGNETIC ISOLATION MOUNTS

Approach:

Minimize Dynamic Force Transmission -
by Actively Altering Support Stiffness and Damping

180
L ———+{=00s
0.05 - 0,10 T
3.0 ;" 120 -"O}%i\—kh.
0.10 -4 ) 378
« L—0.50
2 e
« 254 0.15 £
Z 20 - % 1.0 2.0 30 20 5.0
0.37% Frecuency Ratio (whe,
0.50\
1.0
[
1.0 S
t-g K\
— '--~+—___4::::::—-____F_____
0 | L n n
0 10 2 20 30 4.0 5.0
Frequency Ratio &
Result
20 to 30 dB Attenuation
at Discrete Frequencies

FIGURE 5
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INFLUENCE OF REDUCED STIFFNZSS AND
INCREASED DAMPING ON FORCE TRANSMISSICN

3.0 /[

2.0 :

[PPSOPR U .

Magnification Factor

— - - - - - o~

o |

Speed (rpm)

F1GURE 6
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Mechanical Technology Incorporated

ACTIVE MAGNETIC ISOLATION MOUNTS

Approach:
Control Circuit Alters Stiffness and Damping

Electromagnet
M ]
| Adjustable
Damping
CV
‘____‘
Load Cell
] c,
Adjustable
Stittness
Result

Control Parameters to Achieve
Reduced Elastomer Stiffness

FIGURE 7
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VIBRATION ISOLATION of SCIENCE EXPERIMENTS iv SPACE
_ DESIGN of a LABORATORY TEST SETUP

Bibuti B. Bancrjee, Paul E. Allaire, Carl R. Knospe
Department of Mechanical and Acrospace Enginecring
Universily of Virginia
Thornton Hall, McClormick Road
Charlottesville

VA 22901

PRECEDING PAGE BLANK NOT FILMED 679



680

University of Virginia / NASA Lewis

DISTURBANCE LEVELS

Quasi-Steady or "DC" Accelerations

Relative Gravity Frequency (Hz) Source
1€-7 0 to 1E-3 Aerodynamic Drag
1E-8 0 to 1E-3 Light Pressure

1£-7 0 to 1E-3 Gravity Gradient

Periodic Accelerations

Relative Gravity Frequency (Hz) Source
2E-2 9 Thruster Fire
(orbital)
2E-3 5 to 20 Crew Motion

2E-4 17 Ku Band Antenna

Non-Periodic Accelerations

Relative Gravity Frequency (Hz) Source
1E-4 1 Thruster Fire
(Attitudinal)

1E-4 7 Crew Push-Oft




University of Virginia / NASA Lewis

VIBRATION ISOLATION OBJECTIVES

1. The Problem

- Vibration Causes
e Thruster fire
e Machinery operation
e Crew motion

- Desired lIsolation Range
e 10E-5 to 10E-6 ¢
e O to 10 Hz frequency

- Passive lIsolation Capabilities
e 10E-2 to 10E-3 ¢
e Not good at low frequencies

2. The Solution

- Active Control Isolation
e Electromagnetic Actuators
e Low Frequency Accelerometers
e Digital Control
e Effects of Umbilicals

681



University of Virginia / NASA Lewis

INITIAL EXPERIMENT : 1-D ISOL.ATION

1. Long-stroke Shaker

2. Umbilicals

-

Electromagnetic Actuator

e Lorentz Type
e Long Action Magnetic Actuator (LAMA)

Sensors
“‘Experiment” Mass

Magnetic Supports

N o s

Base
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University of Virginia / NASA Lewis i

LONG STROKE SHAKER

6.25-in, 158-mm p-p stroke

Model 113

ELECTRO-SEIS FEATURES |

Set e 1T st et i
SPECIFICATIONS Moce! 113 e ,
- o . I - . i
|
Mad T e a e
© 4 APPLICATIONS
El s 1‘1’ .
Mag mm Tuetutg PR A | 1 -
Acmglure AnacnTe ] -
V' -
Prass ¢ SO
~E (RI3 - i
=
ta STAaner G -
cov Ne 1 -
i
arg L omer
2gir o e
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University of Virginia

/ NASA Lewis

Model 114 Power Ampitfier

DESCRIPTION

T~ APS "t apg APS 124
DUAL-MQODE * Power Ai-chitrers are
sesigred spec hcaily 1 ornvide Jrve
sower fr aectrodynamic snasers The
;ulput stage .ses proven Mmgn renaoiity
aower yperanoral ampiliers arranged
s produce a baidnced sutput

T~e arputers have 'eatures aMich Make
mam niquely suiled fur studying the
Tenamic sharactersics 3t structures
Trey may De Iperateg r =her 3 voltage
rsurtent ampnbier moae. seeclaple rom
're front pare: TS Doerating mode
2 RCIOr Swch facitates sraxer Irve
TWBC AleerOuUCh A 2ty TurrRnt
©age mode for spsersanon ot
~Snarne 2ecdy N ool oS

.

The completely s8it-cortaired Lris are
sackagec nrugged aiuminem erciCscies
suitabie tor Bencr Of racx mourirg
Frrcea air cocing and massive ~eat
sinks for the 0ulpul Jevices csure tCn'r
JOUS Operatior wth a shaker Zenver rg
raleq force ntc >ocxed resishive Ir
reaclive 0ads

A Current MOr 10f 5:1Gral 3va -anie I
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SPECIFICATIONS Modei 114
Lyerage Jutpul. Ao sPaker reactive 257 A s
280 A
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University of Virginia / NASA Lewis

DASHPOTSERIES 160

MOUNTING HOLE

312° x 378" (7 B2 x 9 525mm)
AECTANGIULAR OR

378" (9 525mm) AOUND
PANEL THICKNESS

0- 128° {3 17mm)

MOUNTING NUTAND
LOCKWASHER PROVIDED
RECOMMENDED
TIGHTENING TORQUE
48N LBS

38" 32 THREAD o |8

19 528mm) DIA

750" (19 05mm)
MAX DIA

$00° (22 86mm)
MAX DIA" WITH
OPTIONAL CASE

Bore:

.627° (16.0mm)

Damping Coefficient:
Regular damping: 2.5#/
in./sec.

Super damping: 10#/in./

sec.

Maximum Pull Force:

4¢# (1.8kg.)

Maximum Friction Force:
Less than 1gm.

ORIGINAL PAGE IS
OF POOR QUALITY

| ——
£
(R )

% (@ 38mwn)
ADJ SCREW
wz Trmm) HEX &
@.38mm) THICK

480" (11 43mwm)
VALVE OPEN .

ars” 2 u“;v:m)
ngomm) orcfaNce
L 3

CYLINDER
LENGTH

0  roo
LENGTH
e

Operating Temperature
Range:

-75°C to +150°C
Approximate Piston

Weight:
3gm.

Cylinder Welight: 1stinch:
8gm.

Each additional inch:
3.6gm.
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Fe:tin -

Cost-EHective High Accuracy

Field-Adjustable Voitage
Sensitivity and Range

Consistently Repeatable
Accuracy and Stability

Self-Contained Sensor and
Eiectronics in One Small
Hermetic Package

Better than 1 micro g Threshold
and Resolution

Dual Built-In Test Capabulity
Wlide Dynamic Range

Internal Temperature Sensor
Thermal Modeling
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Q-FLEX® SERVO ACCELEROMETER

QA-700 Technical Data
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University of Virginia / NASA Lewis

LORENTZ ACTUATOR : DESIGN EQUATIONS

. Assume permanent magnet operating point

for maximum energy product : (-H1, B1).

. Compute magnet flux, fm = B1 » Am.

. Compute circuit flux, fc = H1 ~ Lm / R,

where K is the circuit reluctance.

. Compare fm and fc.

. Adjust operating point until fm = ¢ = f

when actual operating point has been found.
(In case of saturation, f = saturation flux
in saturated circuit segment.)

. Calculate air gap flux density, Bg = f / Ag.
. Compute force capability, F = / = [ « Bg,

where / is the actuator current and / is the
total length of coil wire in the air gap.

. Change actuator geometry or

circuit / magnet material until desired
force level is achieved.
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University of Virginia / NASA Lewis

LORENTZ ACTUATOR : INITIAL DESIGN

Total length = 3.17 in
Magnet outer diameter = 3.20 in
Magnet inner diameter = 2.10 in
Magnet length = 1.00 in
Shell outer diameter = 2.80 in
Shell base thickness = 0.30 in
Pole-piece thickness = 0.40 in
Core diameter = 1.10 in
Air gap = 0.17 in
Shell-to-core gap = 0.50 in
Gap ratio = 1 . 2.94
Coil wire diameter = 26.67 mils
Number of layers = 4

Total number of turns = 450
Maximum coil current = 2.52 A
Air gap flux density = 050 T
Saturation flux density = 120 T
Maximum force generated = 2.33 Ibf
Actuator weight (excl. coil) = 4.12 Ibf
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University of Virginia / NASA l.ewis

LORENTZ ACTUATOR

. COMPACT DESIGN

Total length

Magnet outer diameter
Magnet inner diameter
Magnet length

Shell outer diameter
Shell base thickness
Pole-piece thickness
Core diameter

Air gap
Shell-to-core gap
Gap ratio

Coil wire diameter
Number of layers
Total number of turns
Maximum coil current
Air gap flux density
Saturation flux density

Maximum force generated
Actuator weight (excl. coil)

3.17 in

1.95 in
1.40 in
1.00 In

1.95 in
0.30 in
0.40 in
1.00 in

0.17 In
0.20 in
1 : 1.18

26.67 mils
4

450

252 A
045 T
1.20 T

1.93 Ibf
2.18 |bf
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University of Virginia / NASA Lewis

LORENTZ ACTUATOR: FINITE ELEMENT ANALYSIS

Motivation

- Different geometric configurations

- Leakage across shell-to-core gap

- Saturation in core

- Minimum weight

- Reasonable cost

- Circuit materials with different
saturation levels

- Effect of current-carrying coil
on air gap flux

- Fringing

Other Considerations

- Mesh effects (coarse/fine)
- Nonlinear analysis (B-H curves)
- High gradient regions
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University of Virginia / NASA Lewis

CONCLUSIONS

e Design complete
- Experiment
- Lorentz Actuator

e Construction in progress
- Concrete base in place
- Shaker and its amplifier bought
- Magnetic supports under construction
- Data acquisition system being
developed

e Experiment operational by late 1990
- Background vibration measurements
- Testing with “disturbances”
generated by the shaker
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DEVELOPMENT OF A SUITABLE INDUCTIVE DISPLACEMENT
SENSOR FOR MAGNETIC BEARINGS

David P. Plant
FARE, Inc.

Dr. Ronald B. Zmood
Royal Melbourne Institute of Technology

Dr. James A. Kirk
University of Maryland

I. ABSTRACT

The work presented in this paper covers the recent developments in the area of non-
contacting displacement sensors for a 500 Watt-hour magnetically suspended flywheel
energy storage system. "Pancake” [permanent magnet, PM, and electromagnet, EM]
magnetic bearings are utilized to suspend the flywheel. The work includes a detailed review
of commercially available non-contacting displacement sensors and their suitability of
operating with magnetic bearings. In addition, several non-contacting displacement sensors
were designed and constructed for this magnetic bearing application. The results will show,
currently available, commercial non-contacting displacement sensors will not function as
desired and that an inductive sensor was developed to operate within this magnetic bearing.

Ii. INTRODUCTION

A prototype 500 Wh flywheel energy storage system is being built for the NASA
Goddard Space Flight Center. This energy storage system is targeted for spacecraft
applications, for it exhibits high specific energy densities and can be used for attitude
control. A conceptual view of the 500 Wh energy storage system can be seen in Figure 1.
The energy storage system incorporates three key technologies, interference assembled
multi-ring composite flywheel, high efficiency brushless motor and generator, and magnetic
bearings. This paper focuses on displacement transducers, which are a vital element in the
suspension of flywheels, via magnetic bearings. These transducers or sensors detect the
displacement oMe flywheel relative to the stator portion of the magnetic bearing. This
displacement is referred to as the measurand. In practice, measurement systems seldom
respond directly to the measurand. More often, for ease in measuring, it is desirable to
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e electromagnetic coils, in the
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Figure 1. 500 Wh Flywheel Energy Storage System

nsducer for a magnetic bearing

In selecting a non-contacting displacement tra
ecified. The requirements include, the

application, requirements for these sensors must be s
nominal linear range, the resolution, the sensitivity, the

transducer, the wire bend radius of the sensor’s lead wire,
main performance requirements of the displacement transducer for the 500 Wh energy

storage system are listed in Table 1. For this 500 Wh energy storage system the
displacement transducers were to be moved from sensing the outside periphery of the
flywheel to sensing the inside surface of the flywheel. The initial location chosen for the

sensor was on the inside of the magnetic bearing.

frequency response, the.size of the

and the power consumption. The
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Linear Range: 20 mils
Sensitivity: 60 V/in.
Resolution: 20 pinches
Power Consumption: less than 40 mW

Size: Must fit on inside
of a magnetic bearing
0.250" d1a. 1.000" lenght

Operating Environment: Must operate in strong
magnetic fields

Table 1. Sensor Specifications for SO0 Wh Energy Storage System

lIl. BACKGROUND ON COMMERCIALLY AVAILABLE TRANSDUCERS

Some of the types of non-contacting displacement transducers presently accessible
are inductive, capacitive, and optical transducers. Although there are other types of non-
contacting displacement transducers, such as radiation, ultrasonic, and air gauging, only
inductive, capacitive, and optical types were investigated. The general advantages and
disadvantages [for use in the 500 Wh energy storage system] of the inductive, capacitive, and
optical sensors are presented next. Inductive sensor have adequate frequency response,
small size, and have a relatively large linear range. The main disadvantage of the inductive
sensor was uncertainty of operatinﬁ in a strong magnetic field. Also the inductive sensor
produced a sensing area that was the shape of a cone protruding from the sensor’s probe tip.
Any conducting mater ial that would intersect this conical sensing field would affect the
output of the sensor. The capacitive sensor could be custom sized to tailor fit the S00 Wh
energy storage system, due to several companies that build custom designed capacitive
sensors. Problems of low frequency response, very high cost, and stray capacitance fields
basically prohibited the use of capacitive sensors in the 500 Wh energy system. The optical
sensors were quite promising with very high frequency responses, large linear ranges, very
low cost, and very small probe size with the use of fiber optics. The only disadvantage of the
optical sensor was the problem of non-uniform surface reflectivity of the target surface.
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A survey, of the commercial vendors, was conducted to locate a displacement sensor
that could be utilized with the S00 Wh energy storage system. From the search, several
potential displacement transducers were identified and several sensors were obtained for
testing with the 500 Wh energy storage system.

IV TRANSDUCER TESTING

The experimental testing of each displacement transducer was separated into two
parts. The first consisted of voltage output of the transducer versus tarﬁet displacement
testing and the second dealt with performing experimental tests using the displacement
transducer in an actively controlled magnetically sus ended flywheel system. This test
system utilized one magneti- bearing, see Figure 2. In the fol owing paragraphs the results
of several of the sensors testzd are presented.

./ Z L

NN\ AN

L

Figure 2. Actively Controlled Magnetically Suspended Flywheel System

Two different model sensors (KD-2400 and the KD-2300-1SU) were tested from
Kaman Instrumentation Corporation of Colorado Springs, CO. The KD-2400 sensor was an
inductive type sensor and was the sensor used in the previous magnetic bearing systems built
at the University of Maryland. The voltage output curve for this sensor is shown in Figure 3.
This sensor was able to meet all of the stack system’s sensor requirements except for the size
requirement. The sensor’s Erobe was too large to fit on the inside of a magnetic bearin%
This sensor was tested for the reason that it was readily available and worked successfully in
previous magnetic bearinE systems. The other Kaman sensor, KD-2300-1SU, passed all
requirements for the stack system and proved to be very versatile. The voltage output versus

{
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displacement curve is shown in Figure 4. The sensitivity was easily adjustable to 60 volts per
inch. The linear range for the KD-2300-1SU was only apxgoximately 40 mils for an
aluminum target and 35 mils for a stainless steel target. advantage of this sensor was that
it did not detect ferromagnetic materials.

The last sensor tested was the SPOT optical sensor designed and built at the
University of Maryland. This sensor’s voltage output versus displacement curve is shown in
Figure S. Optical sensors produce voltage output versus displacement curves that have two
linear portions, these portions are named the front slope and the back slope. Since this
sensor was built in-house it proved to be quite flexible. The sensitivity and linear range were
easily adjustable to match the required specifications of the stack system.

4.3

3.3 -

Voltage Output {volts)

g T T T T T
V] 20 40 60 8a 100

Displacement (mils)
Q aluminum target

Figure 3. Voltage Versus Displacement for Kaman KD-2400 Sensor
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Voltege Output (volts)

o T T T T T T T T Y
0 10 20 3¢ 40 50

Displacament {mils}
a aluminum target + stainless steel

Figure 4. Voltage Versus Displacement for Kaman KD-2300-1SU Sensor

VOLTAGE OUTPUT

-
- N WO N® ON =
!

0.9
0.8 -
0.7 1
0.6 -
0.5

0.3 T T T T T T T T T T T T T T T T
0.04 0.06 0.08 0.1 0.12 - 0.14 0.16 0.18 0.2

RANGE DISPLACEMENT (INCHES)

Figure 5. Voltage Versus Displacement for SPOT Sensor
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Once all the displacement transducer’s sensitivities were calibrated to 60 volts per
inch, further experiments on the sensors were performed to reveal if these sensors could
function on the inside of a magnetic bearing. 'Fhe first experiment that was performed on all
displacement transducers was to substitute one of the displacement transducer being tested
with an existing Kaman KD-2400 inductive sensor in an existing magnetic bearing. All of the
displacement transducers passed this test except for the SPOT optical transducer. The
SPOT displacement transducer failed the test gecause of the target’s non-uniform surface
reflectivity. The target in this case was the outside surface of the magnetic bearing system’s
flywheel which is constructed of aluminum. The problem of non-uniform surface re ectivity
was documented in Figure 6. This figure displays the voltage output of the SPOT and
Kaman KD-2400 transducers versus time for a flywheel speed of 100 rpm. The f;l)eak to peak
displacement of the Kaman KD-2400 sensor was a proximately 0.05 volts, which translates
at 60 volts per inch to 0.8 mils. The peak to peak (Yisplacemem of the SPOT sensor was
approximately 0.14 volts or 2.3 mils. In an attempt to eliminate the non-uniform surface
retlectivity problem, different colored target surfaces and polished target surfaces were
utilized. AH these tyFes of surfaces did not correct the problem. For this reason the SPOT
sensor was dropped from further consideration.

e POLISHED ALUNINUM TARGET - 100 RPN
0.78 X
Q.76 -
0.74 —
0.72 Kaman Signal
s 0.7 -
K 0.68 -
o 0.66
]
P 0.64
2 0.62 8POT Signat
8 0.6 - . / N{\'\/
5 0.58
g 0.6
0.5 — ;
0.52 —
0.5
0.48 -
0.6 +— T v T — T T - - T T
(o] 0.2 0.4 0.6 0.8 1
TINR (mec.)
Figure 6. Reflectivity Testing of Spot Sensor |

All the inductive sensors passed the suspension test. To conduct further experinients
it was necessary to design and fabricate a mechanical fixture to house the displacement
transducers within the magnetic bearing. Once the sensors were placed in the magnetic
bearing two experiments were conducted, a voltage output versus displacement experiment
and a suspension test. The voltage output versus displacement test was conducted using both
the Scientific Atlanta and Kaman KD-2300-1SU sensors. For this experiment, an aluminum
ring had to be placed on the inside of the return ring to provide the sensors with an
aluminum target to detect. Figure 7. shows the curves created by the Scientific Atlantu
sensor. There are three curves in Figure 7., one curve for no current applied to the EM coils
and two curves with different currents applied to the EM coils. These three curves show that
an inductive sensor can still function within a static magnetic field. For both the Kaman and
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Scientific Atlanta sensors the sensitivity of the sensor decreased once inside the magnetic
bearing. This change in sensitivity was due to the large magnetic fields originating from the
magnetic bearing. The sensors were recalibrated to 60 volts per inch for the next test of
suspension with the inside sensor. The flywheel was rotated to a low speed of a few hundred
revolutions per minute and the output signals from the Scientific Atlanta and Kaman KD-
2400 sensors were comﬁared. The Scientific Atlanta sensor was tested on the inside of the
magnetic bearing and the voltage output of this sensor was compared to the voltage output
of one of the Kaman KD-2400 sensors, which was used to sus end the flywheel. The output
signal of the Scientific Atlanta sensor did not match the signal produced bﬁl the Kaman
sensor. The reason why these two graph do not corres ond was because the Scientific
Atlanta sensor was affected by the dynamic magnetic fields produced when the magnetic
bearing was actively suspending the flywheel. To confirm this hypothesis a second
experiment was run. This experiment produced a strong alternating electromagnetic field
directly in front of the Scientific Atlanta sensor. The sensor was fixed relative to the target
which was the iron pin at the center of the EM coil. The output of the sensor was monitored
and found to vary although the sensor and target were fixed. This test concluded that
inductive sensors were affected by varying magnetic fields and could not be utilized within
the magnetic bearing. This test was also conducted on the Kaman and Bently Nevada
sensors and similar results were obtained.

9
///
8.5 / =

8 ,.///
T s ra
% .5 /
> No Bias Current —— o
: 7 . /'l PN R — _
5 p%
E 6.5 /
3 ' A
o /
0] 6 * s
& Vi
° 5.5 %

5 (//x Negative Blaaffirjr}l

/1»'/ 0% AR RS S
. }——-——Positive Blas Current -
-30 -10 10 30
DISPLACEMENT (mils)
Figure 7. Testing of Sensor Within Magnetic Bearing

Since inductive transducers rel u(})on magnetic effects they are particularly prone to
interference from external magnetic fi{el s generated by the magnetic bearings actuators.
Subsequent experimental investigation of one commercial transducer has shown the
probable cause to be due to the transducer sensor casing. This casing is manufactured from
a stainless steel which is mildly, but sufficiently, ferromagnetic so that the transducer
calibration is affected by changes in the saturation level of the steel when it is immersed in
an external magnetic field.

713



V. UOMD, RMIT & FARE TRANSDUCER DEVELOPMENTS

From the above experimental work, it was concluded that the displacement
transducers tested could not be adapted to the inside of the magnetic bearing. Commercial
inductive sensors will not work because of the alternating ma%netic fields and the optical
sensors have problems with non-uniform surface reflectivity. It is for this reason that effort
has been devoted to developing suitable position transducers for 500 Wh flywheel energy
storage system, which meet fairly stringent requirements of reliability, simplicity of concept,
robustness, and ease of application. In this work attention has been largely concentrated on
inductive transducers.

Both the inner and outer bores of the flywheel grow significantly as it spins from zero
to a maximum speed of 80,000 rpm. In the case of the inner bore the radial growth has been
estimated to be 0.43 mm [17 mils] at a speed of 80,000 rpm. On the other hand the rotor
translational motion is limited by the touchdown bearings to + 0.15 mm [6 mils] about its
nominal center position, which it is observed is significantly less than the radial growth.
Consequently any rotor position measuring system which senses the position, of either the
flywheel outer rim or its inner bore, must be able to differentiate between displacements due
to these two sources. To overcome this difficulty differential transducers need to be used. In
the case of inductive elements positioned to sense on diametrically opposite sides of the
flywheel inner bore. If these inductors are connected in an electrical bridge circuit the
bridge balance will be unaffected by radial growth, and will only sense changes in inductance
due to translational motion.

Experience has shown that sensitivities in the range 2 to 40 V/mm are achievable
with acceptable out put si§nal-t0-noise ratios, but the sensitivities are usually limited in
applications to the range 2 to 4 V/mm. Commercially available inductive transducers
typically operate with carrier frequencies of 1 to 2 Mhz, and sense physical displacement
signals having bandwidths up to 10 khz.

Inductive transducers require a metallic target, and if they are to sense displacement
on the flywheel outer rim then it must have a metallic surface attached by some means. The
limited strength of metals combined with the very high surface speed of the flywheel makes
this a difficult task. While the difficulty of attaching a metal surface to the outer rim may
possibly be overcome, mounting the position transducers so as to sense displacement on the
outer rim of the flywheel is not recommended for other reasons. Firstly, there are problems
in maintaining concentricity between the flywheel outer rim and its inner bore, both during
manufacture and especially when it is running at high speed. The latter situation arises due
to the effects of large rotor growth with increase in rotor speed, and the in homogeneity of
the composite structure causing an eccentricity to develop between the flywheel outer rim
and the 1nner bore which changes as a function of speed. Secondly, the transducer sensors
need to be rigidly and accurately fixed to the flywheel outer support structure which in turn
must be accurately positioned with respect to tm bearing stator; a complicated
manufacturing problem. Thus for both manufacturing and operational reasons it is sensible
to mount the position sensor internally so as to measure the displacement of the flywheel
inner bore relative to the magnetic bearing stator.

VI. RELATIONSHIP TO MAGNETIC BEARINGS

The remainder of this discussion will center on how inductive sensors may be used in
electrical bridge networks to solve the collocation problem by ensuring the effective
displacement sensing planes are along the bearing actuator planes of symmetry. Four

ossible arrangements for the inductive sense coi%s of the transducers are shown in Figure 8.
e most ideal arrangement is shown in Figure 8(a) where the coils are mounted between
the pole faces, as this enables direct displacement measurement in the bearing planes
Xq A’ and XBXB'. For practical reasons this arrangement is difficult to implement and so
will not be considered further.
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Figure 8. Alternative Location for Sensors. Sensor Positions Indicated by Arrows

The remaining possible arrangements can measure the displacements in the bearing
planes of symmetry provided it is assumed that the bearing actuators and the
motor/generator are rigid bodies. For example, let us consider the alternatives shown in
Figures 8(b) and (c) where the inductive sense coils are shown by the arrow bars in each
case. From simple geometry the displacements x; and x, can be calculated from
measurements x;’ and x,’ and for the case shown in Figure 8(b) are given by

A Y A
N Iy [;ri;:“ﬂ\jp] t T [T"T?E?’}

and

@ e 4

As long as #/// is small the error due to uncertainties in & can be neglected and the

computed values of x; and x; can be used in place of their exact values in the respective
bearing controllers.



If the motor cannot be considered to be rigid then the arrangement shown in Figure
8(d) needs to be used. Here the sense coils A;, Ay, coils Az, Ay, coils By, B, and coils B, B,
are separately connected in a series. Since these coils are symmetrically displaced about the
bearing planes of symmetry the transducer outputs will be x4 and x5, where

I+
(3) ,T‘ b= ,,ﬂ,_?,_ﬂ
and
+
(4) R TR
2

In Figure 9. is shown a simﬁliﬁed schematic of the experimental inductive bridge
transducer, which can be used with any of the mechanical arrangements shown in Figure 8.
The sensor inductors are connected in a Maxwell imJ)cdance bridge whose output is fed to a
synchronous demodulator. The output of the demodulator passes through a low pass filter
which filters the residual high frequency modulation products as well as any extraneous noise
induced into the circuitry. The filter output is an anaYog signal whose magnitude is
proportional to the displacement.

J OSCILLATOR
2 MHz
aL aL
LO + VE L0 ~ 972

51

N

i
-

SYNCH. DEMOD. LOW PASS
FILTER

fC= 20 kHz

From the remarks given above concerning the use of stainless steel in commercial
inductive sensors care was taken to only use non-ferrous materials, such as aluminum in the
construction of the experimental sensors. Aluminum was also used for the transducer target.
Experiments showed that using this construction made the transducers insensitive to changes
in external magnetic fields.

The inductive sensors describe above will be utilized with the magnetic bearings in
the prototype S00 Wh energy storage system. The specifications of this inductive sensor are
presented in Table 2. A view of the location of these sensors within the 500 Wh energy
storage system in shown in Figure 10.
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Operating Principle:

Linear Range:

Sensitivity:

Resolution:

Frequency Response:

Output Range:

Mounting:

Target:

Adjacent Metal:

Coil Inductance Range:

Differential eddy current induction

80 mils. Can be increased to 200 mils
60 V/in. Maximum exceeds 130 V/in.
20 pinches at 60 V/in. sensitivity

5 kHz (3dB)

* 10 V (offset can be
adjusted to zero output)

Sensors remote from signal
conditioning (0 - 4 ft)

Metallic - non-ferrous
Insensitive to external magnetic fields

50 wH to 130 wH

Table 2. Inductive Sensor Specifications
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SECTION OF THE 500 Wh ENERGY STORAGE SYSTEM
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Figure 10. Location of Inductive Sensors Within 500 Wh Energy Storage System

VIl. CONCLUSIONS AND RECOMMENDATIONS

The research conducted, showed that commercially available displacement sensors
could not work with the 500 Wh flywheel energy storage system. Optical sensors were too
sensitive to the non-uniform surface reflectivity and the inductive sensors were affected by
the dynamic magnetic fields produced by the magnetic bearings. These conclusions led to
the development of an inductive sensor, which was built and tested with the S00 Wh
magnetic bearings. The placement of this inductive sensor within the 500 Wh energy storage
system was altered and several sensors were used in a differential arrangement. The sensors
will soon be incorporated with the final S00 Wh energy storage system.
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A NEW ELECTRO-OPTICAL DISPLACEMENT MEASUREMENT
SYSTEM FOR THE 13 INCH MSBS

Timothy D. Schott Ping Tcheng, Ph.D.
Engineering Technician Senior Research Engineer

Langley Research Center, NASA
Hampton, Virginia 23665

ABSTRACT

The development of a five channel electro-optical model position
measurement system is described. The system was developed for the
13 Inch Magnetic Suspension and Balance System (MSBS) located at
NASA Langley Research Center. The system consists of five linear
photodiode arrays which are illuminated by three low power HeNe
lasers, an assembly of lenses and mirrors for shaping the beams,

and signal conditioning electronics. The system is mounted to a
free standing, pneumatic isolation table to eliminate vibration
susceptibility. Two distinct channels are used for sensing

vertical displacement and pitch, providing an angle of attack (A0Aa)
measuring range of 40 degrees with a +.02 degree precision.

INTRODUCTION

The 13 Inch MSBS was originally constructed by Arnold Engineering
and Development Center in 1965 and was relocated to NASA LaRC in
1979 [1]. Model position was sensed by a system of X-ray sources
and detectors which produced an analog signal proportional to their
exposure to the beams. Four beams were directed diagonally across
the test section at the model to detect pitch and yaw, while a
fifth vertical beam detected axial motion. A suspended model would
partially block the X-ray beams, leaving a portion of the detector
unexposed, or shadowed. Although the X-ray system was suited for
detecting model position through the aluminum test section, the
potential safety hazard prompted development of ar. optical system.
The optical system operated on the same principle of blocking a
portion of a laser beam (light sheet) with the wind tunnel model
and sensing position using 1light sensitive detectors. A new
subsonic wind tunnel with a transparent test section was designed
to accommodate the optical system. .

The original optical system design was dictated by existing
hardware used for mounting of the X-ray system. A series of poles
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surrounding the test section allowed fore and aft sliding of the
detectors for different lengths of models. Many custom adapters
were required to mount the optical system components to the
existing structure. The optical components themselves, were
limited to very short focal lengths in order to fit in confined
areas.

Installation of this system was completed in 1986 and it was
successfully used for several years with minimal modifications.
The system did suffer some deficiencies, however. Building
vibrations were parasitic because of the critical optical align-
ment. The position sensors were mounted to precision translators
partially constructed of magnetic materials. Magnetic field
intensity variations would sometimes vibrate the position sensors
into a resonance. Optical realignment for various models was
tedious and time consuming, often consuming an entire day. The
l1imited AOA range of +8 degrees did not meet the requirements of
the 13 Inch MSBS, initiating design improvements.

SYSTEM DESCRIPTION

The original system consisted of five identical channels using

the same 1l-inch position sensors. The new system uses longer
position sensors for two of the channels to improve the AOA range,
resulting in a combination of two separate subsystems. In

addition, a new mounting system for the optics and sensors has been
implemented. The following is a detailed description of the new
system components.

Position Sensors

Linear, self-scanning photodiode arrays (PDA) were chosen to

detect model position. A pair of 1-inch arrays are used for
sensing position in side and yaw while a third senses axial
position. Each of the 1-inch PDAs contains 1024 individual

elements on 25 micron centers. Each device is mounted to a 3 inch
square factory supplied circuit board. The circuit boards contain
all necessary clock circuits for operation. Modifications allowed

the circuits to be operated in a master-slave configuration,
driving the arrays with the same 500 KHz clock.

A pair of 2.4-inch arrays are used to detect vertical and pitch
position. Each of these arrays contains 4096 elements on 15 micron
centers. The commercially available units are presently driven by
modified factory circuit boards. A master-slave configuration with
a 1.1 MHz clock is also used for these units. The 13 Inch MSBS
system computer provides a 256 Hz scan initiate signal, which is
synchronized with both of the PDA sampling clocks.

Light Sheet Generating Optics

Two different light sheet generating methods are used for PDA
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illumination to accommodate different requirements for each
subsystem. The method used to illuminate the 1-inch PDAs is less
critical since these are normally operated in saturation. While
the device is saturated, it is not sensitive to small intensity
variations along its aperture. Minor scratches on the test section
windows and dust on the optics generally do not degrade the system
operation.

A 5mw HeNe laser beam is fanned by using a 4mm diameter glass rod
as a high power cylindrical lens. This quickly expands the beam
into a wide angle, reducing the optical path length and saving
space. The sheet is then collimated by a 50mm diameter plano-con-
vex cylindrical lens with a focal length of 150mm. Since this
combination loses very little power, two PDAs can be illuminated by
use of a plate beamsplitter. Figure 1 illustrates how the two side
and yaw detectors are illuminated in this manner. The axial array
is on its own axis and is, therefore, illuminated by its own 2mw
laser and associated optics for simplicity.

The two 2.4-inch arrays used for detecting lift and pitch are not
operated in saturation and are very sensitive to intensity
variations along the aperture. Several different lens combinations
for beam expansion, including commercially available units, were
evaluated before satisfactory results were obtained. A double
glass rod expander, which spreads a section of the first light
sheet a second time to overcome the Gaussian profile was successful
but very inefficient since the resulting light sheet is many times
wider than the diameter of the collimating lens. A plano-convex
cylindrical collimating lens was believed to be necessary to avoid
increasing the thickness of the light sheet. A lens was custom
ground to meet size and focal length requirements without realizing
the effects of distortion on the system accuracy. A laboratory
calibration revealed that the collimating lens caused large errors
due to spherical aberration and was replaced by a spherical
achromatic doublet of longer focal length. Construction of a
second light sheet by inserting a plate beamsplitter caused
diffraction patterns, ghost images, and added to the intensity
variations.

Figure 2 illustrates the present light sheet generation for the
two vertical sensors. The expanding optics are basically Keplerian
design so that a spatial filter may be used. A 5mw multimode laser
was found to improve the uniformity of the light sheet due to its
flatter profile. A single plano-convex cylindrical lens with a 6.4
mm focal length spreads the beam while a plano-convex spherical
lens with a focal length of 600mm and diameter of 95mm performs the
collimation. The inherently small spherical aberration of the high
f-number lens reduces system errors at the expense of a long
optical path 1length. Errors may be further reduced with a
substantial increase in component cost. Unlike a cylindrical lens,
the spherical collimating lens causes the light sheet to change
thickness over the path length. If the PDA is located near the
focus of the lens, the resulting line will be extremely narrow,
making alignment more critical. The greater the distance between
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the detector and the lens focus, the thicker the light sheet. A
small amount of spreading is desirable to make the system less
susceptible to vibration.

Several advantages are gained by splitting the laser beam prior
to expansion using a cube beamsplitter. The cube beamsplitter does
not rely on uniform metallic deposition and the splitting process
has no direct effect on the quality of the light sheets. Although
a duplicate set of components is required, the height of the two
optical channels may be independently adjusted to the required
optical axis. By rotating the beamsplitter about the laser beam
axis, the reflected beam angle is varied without affecting the
original beam. This feature allows a much higher AOA when equal
positive and negative angles are not required during the same test.

Signal Conditioning Electronics

Two signal conditioning schemes are used for each of the PDA
types to accommodate two different video signal formats. The
1-inch arrays are operated in saturation and produce a serial train
of pulses proportional in amplitude to the exposure of each of the
1024 photodiodes sampled during a scan. The 2.4-inch arrays
produce a sample and hold analog signal. The longer array is also
more likely to encounter two shadow edges, resulting in two level
transitions on the video signal. Detecting two shadow edges and
their location requires more sophisticated electronics. The

following will describe the two signal processing schemes.

The pulse video signal is carried by coaxial cable to the signal
conditioner where a voltage comparator with an adjustable thresholad
level shapes the signal into TTL compatible rectangular pulses.
The pulses are fed to binary ripple counters which count the total
number of pixels exceeding the threshold level. The total number
of illuminated pixels is then retained by latches for the duration
of the following scan. The actual location of the shadow edge is
easily determined by the system computer since one end of the PDA
must always remain illuminated.

As with the pulse video processing, a voltage comparator is used
at the input «f the sample and hold video signal conditioner. The
comparator tr. nsforms the video signal into a clean TTL level pulse
by triggering on the voltage level changes occurring at the shadow
edges. The comparator’s hysteresis band along with various timing
delays of other components help reject the diffraction effects on
the video signal level transitions. Polarity sensitive monostable
multivibrators are used to detect 1light-dark and dark-1light
transitions.

The location of a shadow edge is determined by counting PDA
sampling clock pulses during each scan. The count is continuously
fed to two separate registers during the scan. At the occurrence
of a video level change, the appropriate register is enabled,
temporarily storing the data until the end of the scan. The data
is then shifted to the output registers, where it remains for the



duration of the following scan. An output enabl: pulse from the
system computer controls which tri-state register vill be accessed,
requiring only one set of lines for both outputs. A balanced,
optically isolated, line driver/receiver system is used for signal
transfer between the computer and signal conditioner. The 256 Hz
scan initiate pulse from the system computer is used for various
resetting and clock synchronization. Shown in Figure 3 is a block
diagram for one of the two channels.

Mechanical Assembly

An aluminum framework was designed for mounting the position
sensors and a portion of the optical components. The mounting
system basically consists of two arches joined by two sets of poles
allowing fore and aft translation of the thrie 1-inch PDAs.
Precision linear translators allow fine lateral positioning of the
1-inch arrays. The arches were designed to fit between the test
section and the electro-magnets. Optical rails mount to either
side of the assembly, supporting the entire optical system for the
vertical sensing channels. The 2.4-inch PDAs are mounted to custom
built aluminum translators for vertical adjustmenz. The framework
assembly is attached to a commercially available 36" X 24" optical
breadboard on which the remaining optical components are mounted.
The aluminum breadboard provides flexibility of optical layout as
well as accepting a broad range of optical holders. Ambient
building wvibration and magnetic field induced vibrations are
minimized by floating the entire system on a pneumatic isclation
table. The table, which suppresses vibration above 2 Hz at a rate
of 12 db/octave, physically isolates the position sensors from the
electro-magnet structure. Figures 4 and 5 are photographs of the
optical system before and after installation.

CONCLUSIONS

A new model position detection system has been installed and
demonstrated at the 13-Inch MSBS. System AOA range and general
reliability is superior to that of the original system while
meeting cost and development time requirements. Although the
system has not been calibrated in the test environment, separate
laboratory calibrations of the 2.4-inch and 1-inch systems were
performed [2], ([3]. Overall precisions of +.002 and +.0005 were
displayed in linear measurements while angular precisions of +.02
degrees and +.015 degrees were exhibited by the 2.4-inch and 1-inch
systems respectively. Mechanical difficulties remain to be a
primary shortcoming. The physical size of the factory circuit
boards limit the vertical adjustment range of the 2.4-inch PDAs,
directly affecting the AOA range. Smaller clock-g:nerating circuit
boards are currently under development to alleviite this proklem.



(1]

(2]

(3]
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Summary

A photogrammetric optical position measurement system is currently being built as part of the NASA Langley
Research Center Large-Gap Magnetic Suspension System (LGMSS). The LGMSS is a five degrec-of-frecdom,
large-gap magnetic suspension system (o be built in the Advanced Controls Test Facility (ACTF). The
LGMSS consists of a planar array of clectromagnets which Icvitate and position a model containing a permancent
magnct corc. Information on model position and attitude is required o control the position of the model and
stabilize levitation. The optical position measurcment system determings the position and attitude of a levitated
model in six degrees of frecdom and provides this information 1o the system controller. Eight optical sensing
units positioned above the levitated model detect light emitied by small infrared Light Emitting Diodes (LEDs)
embedded in the surface of the model. Each LED target is imaged by a cylindrical lens on a linear Charge
Coupled Device (CCD) sensor. The position and oricntation of the model are determined from the positions of
the projected target images. A description of the position measurment system, tracking algorithm, and
calibration techniques, as well as simulation and preliminary test results of the position measurement system
will be presented.

Introduction

A Large-Gap Magnetic Suspension System (LGMSS) is currently being built at NASA Langley Research
Center to test control laws for magnetic levitation for vibration isolation and pointing. A photogrammetric
optical position measurement system has been designed and is currently being fabricated at NASA Langley as a
part of the LGMSS. The optical position measurement system will measure the position and attitude of a
levitated body in six degrees of freedom and supply this information to the LGMSS control system. This paper
will describe the requirements for the position measurement system, and present the design of the system as well
as some preliminary test results on a prototype scnsor. A high level description of the system will first be
presented. This will be followed by a discussion of the tracking and calibration techniques. Lastly, details of
the system design will be presented and some conclusions about the performance of the optical scnsing system,
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Position Sensing Reguirements

The requirements for the position measurement system are derived from the requirements for the LGMSS. There
are three fundamental requircments for the position mcasurcment system. These requirements are: 1) that the
sensing system be able to track the levitated body 1o an accuracy consistent with the accuracy requirements for
the LGMSS; 2) that the position information supplicd by the sensing system be supplicd at a high enough rate
that the LGMSS can stabilize Ievitation of the model; and 3) that the measurement made by the scnsing system
not interferc with the function of the LGMSS.

To mect the three requirements specificd above, a photogrammetric optical sensing approach was selected.

Small point targets embedded in the surface of the levitated body arc detected by multiple cameras positioned
about the model. The locations of the projected target images arc determined and triangulation techniques are
used to determine the position and attitude of the model from this information. The accuracy requircment for the
optical scnsing system is sct by the accuracy requircment for the LGMSS. The LGMSS i required to position
a levitated model to an accuracy of +/- 0.01 inches in x, y, and 7, and +/- 0.02 degrees in yaw, pitch, and roll
(defincd by the Euler angles psi, theta, and phi). The optical scnsing system is allowed thiry percent of the error
budgcet and thus the required accuracy for the sensing system is +/- 0.003 inches in x, y, and z, and +/- 0.006
degrees in psi, theta, and phi. The (requency response for the optical sensing system is 20 samples/second.

This is not a fast update rate, but is fast cnough that the LGMSS can control the levitation of the model to the
accuracy specificd for the system.
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Position Sensing Requirement

Position Measurement Accuracy

+/- 0.003 inches xcm, ycm, zCm
+/- 0.006 degrees in psi, theta, phi

Frequency Response

20 samples/second

Noninvasive Measurement

735



In figure 1 is a block diagram of the optical sensing sytem. Eight infrared light emitting diode (LED) targets are
cmbedded in the surface of the levitated model. The targets arc multiplexed in time for target identification, As
cach target is flashed on, it is detected by sixieen lincar charge coupled device (CCD) array scnsors. A
cylindrical lens, positioned in front of the detector focuses the light emitted by a target as a linc of light on the
detector array. Each array has 2048 photoscnsitive elements, A voltage signal is output from the array which is
proportional to the light falling on cach element or pixel. (figure 2) The location of each target image along the
CCD array is detcrmined by calculating the location of the centroid of the light distribution falling on the
detector. The analogue video signal output of each CCD sensor is digitized and stored in a random access
memory (RAM) which can be accessed by a high speed digital signal processor (DSP). There are a total of
sixtecn analogue to digital converters (one for each sensor), and sixtecn DSPs (Texas Instruments
TMS320C30s). The location of the centroid of light is calculated by the DSP and stored in a central memory.
The locations of the target images in the sensors are used to determine the position and attitude of the levitated
modcl. Data flow from the DSPs 10 the central memory is controlled by a 68000 based microcontroller. The
calculation of model position and attitude is performed in an 1860 based array processor. The array processor
resides on a VME bus and is controlled by a SUN computer.
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Optical Sensing System

Targets

=========%=========

Sensor

A/D Converter
DSP

Camera
Controller

l

SUN Computer
1860

(X 16)

(X 16)

Position and Attitude of Model

Figure 1. Block diagram of the optical sensing system showing signal flow.
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nsing Uni

Eight scnsing units arc located symmetrically about, and approximatcly five feet above the levitated model.
Each sensing unit consists of two linear CCD sensors oricnted orthogonally with respect to one another.(fi igure
3) The output of each sensing unit is thus an x and y camera location for each projected target image. Each
sensing unit is mounted to the sensing system support structurc. The sensing unit mount allows the
orientation of the sensing unit to be adjusted in two angular dircctions as well as the verticle direction. (figure 4)
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Coordinalc S Defnil

The coordinate system for the LGMSS and position measurement system is a right hand cartesian coordinate
system.(figurc 5) The z axis points up. The position of the levitated model is defined by the x, y,and z
position of the origin of a body fixed reference frame in the laboratory (or fixed) reference frame. The orientation
of the model is defined by the Euler angles y, 0, @ (yaw, pitch, roll). The rotation sequence is yaw, pitch, and
roll.
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Figure 5. Diagram showing cylindrically shaped modcl levitated by a six coil magnetic suspension system.
Coordinate systems of body and suspension system indicated by subscripts b and f, respectively.
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Transformation Equations

The position and oricntation of the model arc determined by solving a sct of nonlincar equations which relate the
mecasured x and y camcera coordinates of cach target 10 the six paramelers, Xem, Yems Zems ¥s 0,and ¢. Two
sets of transformation cquations arc lisied below. The first set of transformation equations describe the
transformation from body fixed reference frame coordinates (xb, yb, 7p) to laboratory or fixed reference frame
coordinates (xf, [, zf) in terms of the coordinates of the origin of the body frame in the laboratory frame (x¢m,
yems and z¢m) and the oricntation of the body frame with respect to the fixed frame, given by the sines and
cosines of the Euler angles psi (), theta (0), and phi (¢). The sccond sct of ransformation equations describe
the ransformation from laboratory reference frame coordinates for the jh target (xfj, fj, 2fj) to the ith camcra
(xjj. yij) in terms of the x, y, z position of the perspective center of cach camera in the laboratory reference

frame, denoted by X;C, Y;C, and Z;€, and the oricntation of cach camera with respect to the laboratory reference
frame. In the second sct of cquations, the mij arc clements of the rotation matrix and arc functions of the camera
pointing angles. The terms xpj and ypi arc the principal points for the ith camera, and fx yj s the focal length
of camera i. The positions and oricntations of cach camera are determined by an independent survey and through
calibration.

Substituting the first sct of transformation equations below into the sccond produces a sct of nonlinear equations
which decribes the dependence of the xij and yij positions of the projected images of target diode j in sensing
unit i in terms of the position and orientation of the model. The position and orientation of the model are given
by the six paramelers Xem, Yem. Zems W, 6, @. With cight targets and cight scnsing units, 128 equations are
thus generated. These equations are lincarized and solved using an iterative technique (Necwton's Method).

Xfj = Xcm + xpj(cos(B)cos(¥) + ybj(-cos(g)sin(y) +sin(@)sin(B)cos(y))+
zbj(sin((p)sin(\v) + cos(g)sin(®)cos(y))

Yij=Yem + xbj(cos(0)sin(y) + ybj(cos((p)cos(w) + sin(@)sin(0)sin(y)
zbj(-sin((p)cos(\p) + cos(g)sin(B)sin(y))

2@j=7cm + xbj(-sin(())) + ybj(sin((p)cos(())) + /,hj(cos((p)cos(e))

xij = xpi + fix| mM11(xfj - Xxi€) + m12(yfj - Yxi¢) + m13(zfj - Zxi®)
mx31(xfj - Xxi) + mx320yfj - Yxi®) + mx33(2fj - Zxi€)

yij = Ypi + fiy[ m21(xgj - Xyi®) + map(y(j - Yyit) + ma3(z(j - Zyi©)
ny31(x(j - Xyi©) + my32(y1j - Yyi®) + my33(z() - Zyi©)
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Targets

As stated previously, cight infrared light emitting diode targets are cmbedded in the top surface of the model.
Each target consists of an LED chip soldered into a small parabolic reflector.(figure 6) The wavelength of the
light is 850 nm. The diameter of the reflector is 0.047 inches. Figures 6 - 11 show a diagram of the cross
section of a target, a picture of a target compared to a dime, a graph of the spatial distribution of the light output
from an LED target, a picture of a cylindrical model with the targets embedded in the surface, a picture of the
circuit board for the target driver electronics, and a diagram showing the timing pulses. The larger diameter
shown in diagram 6 is a heat sink. Special bonding techniques had to be developed which would provide
adequate heat conduction when the diodes are driven at high current levels. The materials which are used to bond
the LED and leads to the reflcctor are noted in diagram 6.

The driver electronics and power supply for the targets are all located on the model. The size of the driver
clectronics package is about 1 inch in diameter and 0.25 inches in thickness. Two nickel cadmium
(rechargeable) batterics are provided. The dimensions of the batteries are 1 inch in diamter and about 1 inch in
length. These batteries can provide sufficient power to operate for about 2 hours.

In addition to the target diodes, two additional strobe diodes, located on the bottom surface of the model arc used
to time the sensor acquisition of each target and detect the flashing of the first of the eight targets ( or the
beginning of frame). Diagram 11 shows the timing pulses for the prototype model. The timing diodes are
scparated from the target diodes in wavelength. The photodetectors used to detect these diodes, which are located
beneath the levitated model, are filtered..

During tracking of the modecl, each of the eight target diodes is turned on in sequence for a period of time which
may range from approximately 1.25 ms to 3.75 ms. (The length of time is determined by resistor values which
arc sct in driver circuitry located in the model.) During this time, the CCD sensors integrate the light falling on
the array. Following integration, the signal is read out and the centroid location is determined. After all eight
diodes have becn illuminated they are tumed off during the time the sensing system is calculating the position
and attitude of the modcl. The length of time required to calculate the position and attitude of the model is 15
ms. Following the calculation, the computed position and attitude information is sent to the LGMSS controller
and a new frame is begun.
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Figure 7. Picture of a target LED next to a dime.
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Figure 10. Picture of LED target driver electronics circuit board.

‘ 753
Lo AQR;G;NAL PAGE ORIGINAL PAGE IS
ND WHITE pHOTOGRhPH OF POOR QUALITY



1.5
—*™Ims
L-\ZS mS—“c-{ '

(%)

©

Figure 11. Diagram of the timing pulses for beginning of frame and acquisition of a single target. a) Pulse
for a single diode. b) Pulscs generated by strobe diode for timing. c) Pulses generated by strobe
diode for timing the beginning of a set of eight diodes.



Sensor Elcctronics

Figures 12 - 14 show picturcs of the various sensor components. Figure 12 shows the front and back view of
thc camera board. Also shown is the thermoelectric cooler circuitry. Some of the components on the camera
board are being operated at high clock specds. As a result, without active cooling, these parts will overheat and
be destroyed. A thermoclectric cooler is provided to actively cool these parts. A thermoelectric cooler was used
10 avoid inducing vibrations which could disturb the optical measurement. Figures 13 and 14 show pictures of
the analogue to digital converter and digital signal processor boards, respectively.
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Figure 12. Pictures of camera board (front and back view) and thermoelectric cooler board.
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Figure 14. On the following page is a picture of the digital signal processor (DSP) board. The DSP is a

Texas Instruments TMS320C30. The clock speed is 32 mHz which yields an instruction cycle time of
approximately 60 ns. The total time to perform the calculation of the centroid, background, and signal-to-noisc

ratio is about 1 ms.
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Graphs of Output of Prototype Scnsor

Figurc 15 is a graph showing the digital output of a prototype CCD scnsor when imaging the cylindrical model
of figure 9. The intcgration time of the camera was set to intcgrate over the cntire frame time of all eight
targets. Figure 16 is a graph of a portion of the digital output of a camcra when imaging a single LED target.

The light distribution spans approximatcly 11 pixcls.
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nclusions

Early simulation results were used 10 determine the level of signal-to-noise which would be needed to achieve
the accuracy specified for the position measurement system. No modcl dynamics were taken into account in the
simulation. Rather, the model was assumed (0 be stationary over the total 10 ms time in which the target
locations were being sensed. The signal-to-noisc ratio required to achicve the specified accuracy for the sensing
system has been demonstrated.  Also, it appears that a samplc ratc in excess of 20 samples/second can be
achieved. However, further tests are required before it is known how much faster the system can track.
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Conclusions

* GSimulation and test results indicate that the
accuracy requirements for the sensing system
will be met

* Software is being streamlined to improve the
frequency response, should be possible to
sample > 20 samples/sec
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